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ABSTRACT In this paper, we present the design, implementatiand

Phishing is a significant problem involving fraudot email and
web sites that trick unsuspecting users into réwvgaprivate
information. In this paper, we present the desigmplementation,
and evaluation of CANTINA, a novel, content-basegraach to
detecting phishing web sites, based on the TF-IBfBrination
retrieval algorithm. We also discuss the design ewaluation of
several heuristics we developed to reduce falsétiyes Our
experiments show that CANTINA is good at detectptgshing
sites, correctly labeling approximately 95% of g sites.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Network€§}eneral — Security
and Protection H.3.3 [Information Search and Retrievall:
Retrieval Models

General Terms
Algorithms, Measurement, Security, Human Factors

Keywords
Phishing, Anti-Phishing, TF-IDF, Toolbar, Evaluatio

1. INTRODUCTION

Recently, there has been a dramatic increase iipigj, a kind of
attack in which victims are tricked by spoofed dmaind
fraudulent web sites into giving up personal infation. Phishing
is a rapidly growing problem, with 9,255 unique giting sites
reported in June of 2006 alone [2]. It is unknowegisely how
much phishing costs each year since impacted indssare
reluctant to release figures; estimates range $rhillion [24] to
2.8 hillion [27] per year.

To respond to this threat, software vendors andpeores have
released a variety of anti-phishing toolbars. Feaneple, eBay
offers a free toolbar that can positively idengfgay-owned sites,
and Google offers a free toolbar aimed at identdyiany

fraudulent site [12, 19]. As of September 2006, ftee software
download site download.com, listed 84 anti-phishinglbars.

However, when we conducted an evaluation of teirprishing

tools for a previous study, we found that only doel could

consistently detect more than 60% of phishing wis svithout a
high rate of false positives [6]. Thus, we arguattthere is a
strong need for better automated detection algusth
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evaluation of CANTINA! a novel content-based approach for
detecting phishing web sites. CANTINA examines tbatent of
a web page to determine whether it is legitimataair in contrast
to other approaches that look at surface charatiteyiof a web
page, for example the URL and its domain name. CIAMT
makes use of the well-known TF-IDF (term frequeimgrse
document frequency) algorithm used in informatietrieval [35],
and more specifically, the Robust Hyperlinks altjon previously
developed by Phelps and Wilensky [32] for overcamiomoken
hyperlinks. Our results show that CANTINA is quigeod at
detecting phishing sites, detecting 94-97% of phigtsites. We
also show that we can use CANTINA in conjunctionthwi
heuristics used by other tools to reduce falsetipesi(incorrectly
labeling legitimate web sites as phishing), whoevéring phish
detection rates only slightly.

We present a summary evaluation, comparing CANTINAwO
popular anti-phishing toolbars that are represamtaif the most
effective tools for detecting phishing sites cuthgavailable. Our
experiments show that CANTINA has comparable ortebet
performance to SpoofGuard (a heuristic-based dnsking tool)
with far fewer false positives, and does about ai as NetCraft
(a blacklist and heuristic-based anti-phishing bao). Finally, we
show that CANTINA combined with heuristics is etige at
detecting phishing URLs in users' actual email, #vad its most
frequent mistake is labeling spam-related URLshashing.

In Section 2, we review related work. We descriloe ©F-IDF
method in more details in Section 3. Section 4ouhiices the
experiments we conducted to test the effectivenessour
approach. The results are discussed in Sectione&bwwslp up in
Section 6 with conclusions and future work.

2. RELATED WORK

Generally speaking, past work in anti-phishing sfailhto four
categories: studies to understand why people &ll phishing
attacks, methods for training people not to falf fahishing
attacks, user interfaces for helping people makeebeéecisions
about trusting email and websites, and automatels$ to detect
phishing. Our work on CANTINA contributes a new apgch to
the development of automated phishing detectiotstoo

2.1 Why People Fall for Phishing Attacks

A number of studies have examined the reasonsptaple fall
for phishing attacks. For example, Downs et al hdascribed the
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results of an interview and role-playing study aimet
understanding why people fall for phishing emaitsl avhat cues
they look for to avoid such attacks [10]. In a elifint study,
Dhamija et al. showed that a large number of peaalenot
differentiate between legitimate and phishing wétess even
when they are made aware that their ability to tifemphishing
attacks is being tested [9]. Finally, Wu et al.détd three
simulated anti-phishing toolbars to determine hdfgctive they
were at preventing users from visiting web sites tibolbars had
determined to be fraudulent [37]. They found thatngn study
participants ignored the toolbar security indicatand instead
used the site’s content to decide whether or noaé a scam.

2.2 Educating People about Phishing Attacks
Anti-phishing education has focused on online trejrmaterials,
testing, and situated learnim@nline training materialhave been
published by government organizations [13, 14],-poofits [3]
and businesses [11, 28]. These materials explaat piishing is
and provide tips to prevent users from fallinggbishing attacks.

Testingis used to demonstrate how susceptible people are t

phishing attacks and educate them on how to avwédnt For
example, Mail Frontier [26] has a web site contagnscreenshots
of potential phishing emails. Users are scored dasehow well
they can identify which emails are legitimate artdal are not.

A third approach uses situated learning, where susee sent
phishing emails to test users’ vulnerability oflifaj for attacks.
At the end of the study, users are given matetietinform them
about phishing attacks. This approach has been imsetldies
conducted by Indiana University in training studeff3], West
Point in instructing cadets [15, 22] and a New Y&ithkte Office
in educating employees [30]. The New York studyvesd an
improvement in the participants’ behavior in id@ntig phishing
over those who were given a pamphlet containingrifegmation
on how to combat phishing. In previous work, we eleged an
email-based approach to train people how to idertifd avoid
phishing attacks, demonstrating that the existimgctice of
sending security notices is ineffective, while argthased
approach using a comic strip format was surprigirgtective in
teaching people about phishing [25].

2.3 Anti-Phishing User Interfaces

Other research has focused on the development todr beser
interfaces for anti-phishing tools. Some work loakshelping
users determine if they are interacting with a tedssite. For
example, Ye et al. [39] and Dhamija and Tygar [&véd
developed prototype user interfaces showing “tcugtaths” that
help users verify that their browser has made arseconnection
to a trusted site. Herzberg and Gbara have dewtldpestBar, a
browser add-on that uses logos and warnings to lshkrs
distinguish trusted and untrusted web sites [21].

Other work has looked at how to facilitate logiebminating the
need for end-users to identify whether a site ggtitaate or not.
For example, PwdHash [36] transparently convertusar's
password into a domain-specific password by sendirlg a one-
way hash of the password and domain-name. Thus, ie@euser
falls for a phishing site, the phishers would neé she correct
password. The Lucent Personal Web Assistant [1d]Rassword
Multiplier [20] used similar approaches to protpebple.

PassPet [40] is a browser extension that makesieeto login to
known web sites, simply by pressing a single buttBassPet

requires people to memorize only one password, Bkel
PwdHash, generates a unique password for each site.

Web Wallet is web browser extension designed togreusers
from sending personal data to the fake page [38bWvallet
prevents people from typing personal informatioreclly into a
web site, instead requiring them to type a spd@gbtroke to log
into Web Wallet and then select their intended wiéh

Our work in this paper is orthogonal to this prexsavork, in that
our algorithms could be used in conjunction withttdre user
interfaces to provide a more effective solution.\®Wa and Miller
demonstrated, an anti-phishing toolbar could identall

fraudulent web sites without any false positivest B it has
usability problems, users might still fall victira fraud [37].

2.4 Automated Detection of Phishing
Anti-phishing services are now provided by Interrsgtrvice
providers, built into mail servers and clients, [bunto web
browsers, and available as web browser toolbags, (g, 5, 12,
18, 19, 29]). However, these services and toolsatoeffectively
protect against all phishing attacks, as attackansl tool
developers are engaged in a continuous arms race [6

Anti-phishing tools use two major methods for déteg phishing
sites. The first is to use heuristics to judge Wwheta page has
phishing characteristics. For example, some héesisised by the
SpoofGuard [4] toolbar include checking the hosheachecking
the URL for common spoofing techniques, and chegldgainst
previously seen images. The second method is taausacklist
that lists reported phishing URLs. For example, udimark [5]
relies on user ratings to maintain their blacklBome toolbars,
such as Netcraft [29], seem to use a combinatidreafistics plus
a blacklist with URLs that are verified by paid doyees.

Both methods have pros and cons. For example, gtiesrican
detect phishing attacks as soon as they are ladne¥ithout the
need to wait for blacklists to be updated. Howewattiackers may
be able to design their attacks to avoid heuridétection. In
addition, heuristic approaches often produce faesitives

(incorrectly labeling a legitimate site as phishinglacklists may
have a higher level of accuracy, but generally ireqlhuman
intervention and verification, which may consumgraat deal of
resources. At a recent Anti-Phishing Working Graueeting, it

was reported that phishers are starting to usetiome-URLS,

which direct someone to a phishing site the firsetthe URL is
used, but direct people to the legitimate siterafieds. This and
other new phishing tactics significantly complic#tte process of
compiling a blacklist, and can reduce blacklist&e&tiveness.

Our work with CANTINA focuses on developing and kexing a
new heuristic based on TF-IDF, a popular informatietrieval
algorithm. CANTINA not only makes use of surfacevde
characteristics (as is done by other toolbars)alsg analyzes the
text-based content of a page itself. In Section ®ealso discuss
some additional heuristics we employed to redutse fpositives.
These heuristics were drawn primarily from Spoof@uj] and
from PILFER, an algorithm for detecting phishingagis [16].

3. ACONTENT-BASED APPROACH FOR

DETECTING PHISHING W EB SITES
CANTINA makes use of TF-IDF for detecting phishisites. TF-
IDF is a well-known information retrieval algoriththat can be



used for comparing and classifying documents, adl wae
retrieving documents from a large corpus. In tleistion, we first
review how TF-IDF works. We then introduce an apgion of
TF-IDF called Robust Hyperlinks. Finally, we deberihow we
adapted Robust Hyperlinks for detecting phishing wiges.

3.1 How TF-IDF Works

TF-IDF is an algorithm often used in informatiortrieval and
text mining. TF-IDF yields a weight that measuresvlimportant
a word is to a document in a corpus. The importancesases
proportionally to the number of times a word appear the
document, but is offset by the frequency of thedniarthe corpus.

The term frequency(TF) is simply the number of times a given
term appears in a specific document. This countussally
normalized to prevent a bias towards longer docusnémhich
may have a higher term frequency regardless of gbkial
importance of that term in the document) to giveeasure of the
importance of the term within the particular docameThe
inverse document frequengiDF) is a measure of the general
importance of the term. Roughly speaking, the ID&agures how
common a term is across an entire collection ofidwmts.

Thus, a term has a high TF-IDF weight by havingighherm
frequency in a given document (i.e. a word is comno a
document) and a low document frequency in the wholkection
of documents (i.e. is relatively uncommon in ottlecuments).

3.2 Robust Hyperlinks

Phelps and Wilensky developed the idea of RobugeHinks to
overcome the problem of broken links [32]. The badea is to
provide a number of alternative, independent dpsoris of
networked resources, that is, URLs. Specificalljhelps and
Wilensky proposed adding a small number of wellsgoterms,
which they called a lexical signature, to URLs. Axample of
such a modified signature might be:

http://abc.com/page.html?lexical-signature="wl+w2+w3+wi+w5"

When locating a web page, one could first try thsib URL. If
the resource cannot be found, one could then supplgignature
terms to a search engine to locate the documenseavkignature
most closely matches that in the robust hyperlink.

A key issue here is how to create signatures the¢ lappropriate
properties. First, signatures should be effectivpicking out few
documents. Second, subsequent changes to a docsmaunt

have minimal impact on signature effectiveness.rdhithe

addition of new documents should have minimal inhpac

previous signature effectiveness. Finally, the @ffeness of the
signature should be largely search-engine-indepgnde

To meet these requirements, Phelps and Wilenskyosesl using
TF-IDF to generate lexical signatures. Specificalhey proposed
calculating the TF-IDF value for each word in a @goent, and
then selecting the words with highest value. Th®male here is
that term frequency provides robustness (repeatedsnare less
likely to all be deleted), while inverse documemeguency
provides rarity across a set of documents, minimgizhe chance
that another document will be added with the sama.t

Their preliminary empirical results suggest thatidal signatures
of about five terms are sufficient to determine ebwesource
virtually uniquely, out of the more than one billipages on the

web [32]. Their experiments also showed that séagcbn lexical
signatures often yielded a unique document, narntedydesired
document. In those few cases in which more thandocement is
returned, the desired document is among the higheked.

In the next section, we describe how we applied fdea of
Robust Hyperlinks to anti-phishing.

3.3 Adapting TF-IDF for Detecting Phishing

We had two observations that led us to believe tRabust
Hyperlinks could be effective for detecting phighiscams. The
first is that criminals often create phishing sit®scopying and
then modifying a legitimate site’s web pages sat thersonal
information is redirected to the criminals rathérart to the
legitimate site. For example, Figure 1 shows a tphg page
impersonating eBay, which is identical to the reBlay log-in
page shown in Figure 2. We reasoned that if a oamtopied a
web page and made minimal modifications,
Hyperlinks could be used to find the original laggage.

A eBay.com - Microsoft Internet Explorer e
Fle Edit View Favorites Took Help o
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Sign In Help
New to eBay? or  Already an eBay user?
Tf you want to sign in, you'll eBay members, sign in to save time for bidding, selling, and other activities.
need to register first N
2 eBay User ID
Registration is fast and free.
Forgot your User ID?
Password
Forgot your password?
Sign In Securely >
[ Keep me signed in on this computer unless I sign out.
v
< >
&] Done @ Intemet

Figure 1. This phishing site presents an exact comf eBay’s
actual login page, except that username and passwvebr
information is sent to the scam site instead of eBaThe only
visual cue that this is not eBay is the URL.

<3 Sign In - Microsoft Internet Explorer
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-~
ehY”
Sign In Help
New to eBay? or  Already an eBay user?
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Registration is fast and free |
Forgot your User ID?
Pasoword
Forgot your password?
Sign In Securely >
[ Keep me signed in on this computer for one day, unless | sign out
v
< >
& S B hntenet

Figure 2. The real eBay log-in page

The second observation is that phishing sites aftertain brand
names and other terms that are common on a giverpage but
relatively rare across the web, leading us to Hypsize that,
again, Robust Hyperlinks could be applied to fihné bwner of
those brands.

then Rbbus



Roughly, CANTINA works as follows:

« Given a web page, calculate the TF-IDF scores oh eéarm
on that web page.

- Generate a lexical signature by taking the fiventemwith
highest TF-IDF weights.

» Feed this lexical signature to a search enginechwim our
case is Google.

« If the domain name of the current web page matches
domain name of the N top search results, we congide be
a legitimate web site. Otherwise, we consider pphéshing
site. (We varied the value of N, as described émetaluation,
to balance false positives with true positives; boer, we
found that going beyond the top 30 results hale lgffect.)

Our technique makes the assumption that Googlexésdthe vast
majority of legitimate web sites, and that legittmaites will be
ranked higher than phishing sites. Our experimdaee next
section) strongly suggest that both of these assangare true.

It is also worth pointing out that, according te tAnti-Phishing
Working Group (APWG), the average time that a phighsite

stays online is 4.5 days [2]. Our experiences sti@at sometimes
it is on the order of hours [6]. Furthermore, weyus that
phishing web pages will have a low Google Page Rarkto a
lack of links pointing to the scam. These two fastoombined
suggest that a phishing scam will rarely, if exer,highly ranked.
At the end of this paper, however, we discuss savags of

possibly subverting CANTINA.

In an earlier implementation, we discovered thatlDF alone

yields a fair number of false positives, labeliegitimate sites as
phishing. To address this problem, we also addtinent domain
name to the lexical signature. For example, if fege is at
http://www.ebay.com/xxxxx, then we add the term &gBto the

lexical signature (even if it is already there) eTHationale here is
that if a page is legitimate, the domain namefitsslially can best
identify itself (e.g., ebay.com, paypal.com, bamkoérica.com).
On the other hand, if the suspected page is plyshia matter
what we add onto its content, Google will not ratiir

Another design decision was what to do if Googleirres zero
search results. This sometimes happens becausel afbaeain

names are sometimes meaningless (for example,j.he’y- To

address this problem, if Google fails to return assult, we now
label the suspected site as phishing (initially Mbeled it as
unknown). We refer to this as the “Zero results MeRhishing”
heuristic (ZMP). This heuristic has the potent@liricrease false
positives (incorrectly labeling a legitimate site phishing), but
our early experiments strongly suggest that whenbioed with

adding the domain name to the lexical signaturis, dpproach
can reduce false positives while not impacting pasitives.

We return to the phishing site shown in Figure llltstrate how
our approach works. The top 5 terms used on the agigure 1
(as well as eBay’s actual log-in page) as calcdlate TF-IDF are:
eBay, user, sign, help, forgdfigure 3 shows the results of the
Google search page. The first result returned bggiohas the
same domain as the legitimate eBay page showngiwré&i2 (and
the fifth result is exactly the page in Figure ),the web page in
Figure 2 is deemed legitimate. None of the reselisrned on this
search results page match the domain name of tpe ipaFigure
1, so it is deemed to be phishing.
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Figure 3. The lexical signature generated by the vibepages
shown in Figures 1 and 2 iseBay, user, sign, help, forgot. This
screenshot shows search results using Google. Thenthin
name shown of Figure 2 matches the first search rel, so it is
deemed legitimate. The domain name in Figure 1 doest
match any of the top results, so it is deemed phisiy.

We present our evaluation of the effectivenessFe10F and the
two heuristics (adding the domain name to the lxsignature
and ZMP) in Section 4.1. We discovered that TF-l{a€lded
fairly good accuracy (correctly labeling legitimatdtes as
legitimate and phishing sites as phishing), bub dsind that it
had a fair number of false positives (incorrectigbdling
legitimate sites as phishing). To address this lprab we
developed a larger set of heuristics and ran arerempnt to
determine the proper weights to assign to theseidties, as
described in Section 4.2. In Section 4.3 we evaldhe overall
effectiveness of TF-IDF plus the heuristics, commathe results
to SpoofGuard and Netcraft. In Section 4.4 we ealuthe
effectiveness of CANTINA on phishing URLs gatherédm
email from four users’ inboxes.

We developed our larger set of heuristics basedetated work,
drawing primarily from SpoofGuard [4] and PILFER6]1 We
implemented each heuristic to return either -1t ifobks like a
phishing page or +1 otherwise. Section 4.2 dessribew we
weighted these heuristics. Our heuristics include:

» Age of Domain— This heuristic checks the age of the domain

name. Many phishing sites have domains that aristezgd
only a few days before phishing emails are sent\blet use a
WHOIS search to implement this heuristic. This hetiar
measures the number of months from when the domeaime
was first registered. If the page has been regidtemger than
12 months, the heuristic will return +1, deeming ai$
legitimate, and otherwise returns -1, deeming plishing. If
the WHOIS server cannot find the domain, the hé&arisill
simply return -1, deeming it as a phishing pages Netcraft
[29] and SpoofGuard [4] toolbars use a similar stabased
on the time since a domain name was registered: tlat this
heuristic does not account for phishing sites basgedxisting
web sites where criminals have broken into the wetver,
nor does it account for phishing sites hosted dmemtise
legitimate domains, for example in space providgdab ISP
for personal homepages.

« Known Images — This heuristic checks whether a page

contains inconsistent well-known logos. For examplea



page contains eBay logos but is not on an eBay thortizen
this heuristic labels the site as a probable phghpage.
Currently we store nine popular logos locally, irdihg eBay,
PayPal, Citibank, Bank of America, Fifth Third Bank
Barclays Bank, ANZ Bank, Chase Bank, and WellsFargo
Bank. Eight of these nine legitimate sites areudet in the
PhishTank.com list of Top 10 Identified Targets J[3A
similar heuristic is used by the SpoofGuard toalbar

» Suspicious URL —This heuristic checks if a page’s URL
contains an “at” (@) or a dash (-) in the domaimeaAn @
symbol in a URL causes the string to the left to be
disregarded, with the string on the right treatedtee actual
URL for retrieving the page. Combined with the lied size
of the browser address bar, this makes it posgiblerite
URLs that appear legitimate within the address Har
actually cause the browser to retrieve a differgage. This
heuristic is used by Mozilla FireFox. Dashes ai® akarely
used by legitimate sites, so we use this as andteeristic.
SpoofGuard checks for both at symbols and dashefirs.

« Suspicious Links —This heuristic applies the URL check
above to all the links on the page. If any link @page fails
this URL check, then the page is labeled as a plessi
phishing scam. This heuristic is also used by Spaafd.

« IP Address —This heuristic checks if a page’s domain name is
an IP address. This heuristic is also used in PRFB].

« Dots in URL — This heuristic checks the number of dots in a 1

page’s URL. We found that phishing pages tend ®many
dots in their URLs but legitimate sites usually dot.
Currently, this heuristic labels a page as phighéfe are 5 or
more dots. This heuristic is also used in PILFER.[1

« Forms — This heuristic checks if a page contains any HTML
text entry forms asking for personal data from peopuch as
password and credit card number. We scan the HTHAL f
<i nput > tags that accept text and are accompanied byslabel
such as “credit card” and “password”. Most phishpages
contain such forms asking for personal data, otiserthe
criminals risk not getting the personal informattbey want.

3.4 Implementation

We have implemented CANTINA as a Microsoft Internet
Explorer extension. CANTINA is written in C# usinthe
Microsoft .NET Framework 2003, and is comprised360 lines
of code as well as four freely available librarigs;luding the
Toolbar extension module [41]; a Google search nef81]; and
a TF-IDF component for calculating the score focheterm [7].
To calculate inverse document frequencies, we usali@ady-
compiled list of word frequencies based on thei&ritNational
Corpus. The sample contains 67,962,112 total wadd, 9,022
unigue words.

In an earlier implementation, we only analyzed tlwsvnloaded
web page to calculate TF-IDF scores, but discovéned some
phishing web sites used JavaScript to dynamicadlgd| and
modify a web page from a legitimate site. Thus,mynanalyzing
the downloaded source would not always work. Toreskl this
problem, we now analyze the text content in theuDeent Object
Model (DOM), a standard tree-based representatfothe web
page which represents the current content and efatee web
page. Although not a perfect solution (as discugsaection 5.1),
it is more reliable than our earlier implementation

Our extension currently has a simple user interfdcgplaying a

red traffic light in a browser toolbar if a sitedsemed a phishing
scam. Note that this is a prototype user interface, we discuss
the need for developing a better user interfadeuiture \Work.

4. EVALUATION

We conducted four experiments to assess the peafaren of
CANTINA. In the first experiment, we examined théeetiveness
of our adaptation of Robust Hyperlinks for detegtiphishing
sites. In the second experiment, we evaluated euristics, to
determine the best way of weighting them to reddaise
positives. In the third experiment, we evaluate@ thverall
effectiveness of our algorithms and compared themtwo
existing toolbars. In the fourth experiment we eatéd our
algorithm using URLs from actual user emails. Weduswo
metrics to evaluate each approach:

» True positives (correctly labeling a phishing sitephishing,
higher is better)

- False positives (incorrectly labeling a legitimatge as
phishing, lower is better)

4.1 Experiment 1 — Evaluation of TF-IDF

In this experiment, we evaluated how effective adaptation of
Robust Hyperlinks was in detecting phishing sitelere, we
assessed four different conditions:

Basic TF-IDF — Calculate the lexical signature based on the
top 5 terms, submit that to Google, and check &f domain
name of the page in question matches any of th8@aesults

Basic TF-IDF+domain — Same as Basic TF-IDF, except that
the domain name of the page in question is addethdo
lexical signature

Basic TF-IDF+ZMP — Same as Basic TF-IDF, except that
zero search results means that the page in qudstiabeled
as a phishing site (ZMP is “zero means phishing”)

4. Basic TF-IDF+domain+ZMP — A combination of the two
variants above. This combination turned out to hiineebest
results, and is also callédnal-TF-IDF in later sections.

We tested these variants by visiting 100 phishifl8)and 100
legitimate URLs with each variant, using an aut@datest bed.
Our initial evaluation informed our later work. Hever, due to a
problem with this evaluation, we decided to repedater when
we conducted Experiment 3. We describe here théaadetogy
and results for the later version of this experitnen

n

w

To test these four variants, we chose 100 phishiRds from

PhishTank.com [33] from November 17 to November 2@06.

All phishing URLs were selected within 6 hours eifrig reported.
We also chose 100 legitimate URLs from a list o0 G&ed in

3Sharp’s study of anti-phishing toolbars [1]. AD@ URLs (100
phishing and 100 legitimate) were English langusitgs.

We used a test bed we previously developed [6]athey our

results. Our test bed takes a list of URLs, loaatshdJRL into a

web browser pre-installed with a given toolbar, gnabs a screen
shot of the portion of the web browser where wagriimdicators

are displayed. Since we know the possible statemaci toolbar
(e.g. showing a red traffic light or other kindwérning), we can
compare the image we grabbed to a known image atatndine

how the toolbar evaluated each URL.



The results are shown in Figure 4. In comparing®a6-IDF to
Basic-TF-IDF+domain (conditions 1 and 2), we cam dbat
adding the domain name to the content of the wele pzan
significantly reduce the false positive rate (fr86% to 10%), but
this comes at the cost of reduced accuracy (frofb 94 67%).
This loss of accuracy is due to meaningless domames that
cause Google to return no results for some phisksites. In
comparing Basic-TF-IDF+domain to Basic-TF-
IDF+domain+ZMP (conditions 2 and 4), we can see¢ ttha “zero
results mean phishing” heuristic increases accufoyn 67% to
97%) without impacting the false positive rate ht @hus, the
Final-TF-IDF (Basic-TF-IDF+domain+ZMP) seems tothe best.

9496 97%

0,
1000 94%  Basic TF-IDF

90%
80% - B Basic TF-IDF + domain

67%
70% r O Basic TF-IDF + ZMP
60% -
50% | 0 Basic TF-IDF + ZMP + domair
40% r 30% 31%
30% -
20% r 10% 10%
10% r _l

0%
true positive false positive
Figure 4. Comparison of TF-IDF variants
97% 97% 97% 97%
100% OTopl
80% |- | Top 10
0O Top 30
60% r 0O Top 50
40% 30%
20% r 15% 1006 10%
0%
true positive false positive

Figure 5. Comparison of basic+domain+zmp algorithnwith
varying numbers of search results. The true positie rate
remains the same throughout, while increasing theumber of

search results decreases the false positive rate.

Using the same set of 100 phishing and 100 legianuRLs, we

also examined whether the number of Google restlitsked had
any meaningful effects. We evaluated the Final-DF-klgorithm

with only 1 result, 10 results, 30 results (ouraddt), and 50
results. As Figure 5 shows, if we increase the remab Google

search results examined, the false positive rateedses while the
true positive rate remains the same. Since we aser¢he number
of domains we examine, the possibility that a legite site will

match one of them increases. Furthermore, sincghjpty pages
are rarely returned in search results, the trudtipesate is not

affected. We can also see that comparing agaiagb{h 30 results
and the top 50 results yields no difference, wisalggests if a
match is found it should be within the first 30uks.

4.2 Experiment 2 — Evaluation of Heuristics
The first experiment suggested that CANTINA couldtedt
phishing sites fairly well, but had a fairly higal$e positive rate.

To reduce the false positive rate, we developeduite sof
heuristics and ran another study to determine & vay of
combining these heuristics to reduce false postiwile not
significantly impacting true positives. The heudst described in
Section 3.3., are summarized in Table 1.

Determining the best weights for these heuristEsaitypical
classification problem. There are many algorithros dealing
with this kind of classification, including suppactor machines
and decision trees. For simplicity, we decided $& & simple
forward linear model, which has the form:

S=f(Q w*h) (1)

Where his the result of each heuristic; i the weight of each
heuristic, and f is a simple threshold functionc&kin section

3.3 that if a heuristic deems a page as phishillireturn -1; and

if a heuristic deems a page as legitimate, it wurn +1. For our
threshold, we chose a switch function, where:

f(x) = 1 if x>0, f(x) = -1 if x<=0 @)

Thus, a positive value for the sum of the weightemliristics
means that it is labeled as legitimate, while aatigg value or
zero means that it is labeled as a phishing site.

Table 1. Heuristics used to reduce false positiveNote that we
added TF-IDF-Final as a “heuristic” to determine the proper
weight to assign to it.

Heuristic Suspected Phishing?

Age of Domain <= 12 months

Page contains any known logos and not on

Known Images .
a domain owned by logo owner

Suspicious URL URL contains @ or -

Suspicious Links Link on page contains @ or -

IP Address URL contains IP address

Dots in URL >= 5 dots in URL

Forms Page contains a text entry field
TF-IDF-Final TF-IDF-Final suspects phishing

The next step is to calculate the weight for eaduristic.

Basically, the more effective a heuristic, the leigthe weight we
should give to it. Ideally, a heuristic should hdgh accuracy in
detecting phishing sites while also having a lolsggositive rate.
To measure the effect of a heuristic, we calculate positives
minus false positives. This is a straightforwargraach also used
by another report on anti-phishing toolbars [1]véi the effect;e
of each heuristic, we calculate each weight prapoatly, that is:

€
W=c=— ?3)
i zel
From equations 1, 2, and 3, we can calculate tbeesg for a
URL. If S = 1, we deem the page as legitimate pagd,if S = -1,
we deem the page as phishing.

To determine the best weights for the heuristice, wged 100
phishing URLs chosen from PhishTank [33] from Nobem15-
16, 2006. We also used the same 100 legitimate U&d sn
Experiment 1. All of these 200 URLs are Englishgiaage sites.
We used the same test bed described in Experiment 1

Table 2 shows the results of Experiment 2. We bae TF-IDF
has the highest weight, followed by the Forms tstigti The sum



of these two heuristics is nearly 0.5, suggestimgt these two
heuristics are the most effective for finding pleishlt is also
worth noting that the Suspicious Links heuristics more false
positives than true positives, suggesting thatsitnbt highly
effective.

Table 2. The results of Experiment 2 showing what eights
should be used for the various heuristics. Note thaink check
generates a negative effect, which means it is ndauseless, so

we assign 0 to its effect.

True False
Heuristic Positive | Positive | Effect Weight
Age of Domain 87% 30% 57.0 0.18
Known Images 37% 0% 37.0 0.12
Suspicious URL 6% 3% 3.0 0.01
Suspicious Links 8% 25% 0.0 0.00
IP Address 22% 0% 22.0 0.07
Dots in URL 45% 3% 42.0 0.13
Forms 94% 27% 67.0 0.21
TF-IDF-Final 99% 10% 89.0 0.28

4.3 Experiment 3 — Evaluation of CANTINA
The third experiment is designed to evaluate tffiecéfeness of
Final-TF-IDF,  Final-TD-IDF+heuristics, SpoofGuard,and
Netcraft. We wanted to see what effect the hewsstiave in
impacting true positives and false positives, al agcomparing
our overall performance with two popular anti-plmghtoolbars,
SpoofGuard and Netcraft. We selected SpoofGuardNetdraft
because in our previous study of 10 tools [4], wand that
SpoofGuard had the highest true positive rate &atl Netcraft
was one of the best toolbars overall (when bota positives and
false positives were considered). In addition, ¢htgo toolbars
take somewhat different approaches: SpoofGuareésredntirely
on heuristics and Netcraft uses a combination afibics and an
extensive blacklist. We tested Netcraft 1.7.0, Wwhi@ms the latest
version available. We tested Spoofguard with itiudlé setting.
In our previous study [4], we found that SpoofGuwiitl always
label a site as legitimate if it is already in mmet Explorer's
history, so we deleted the IE history before weegtSpoofGuard.

To test the effectiveness of the weights we catedlain
Experiment 2, we used different testing data than used in
Experiment 2. We manually chose 100 phishing URLth w
unique domains from PhishTank during November 1720806
(the same set of URLs used in Experiment 1). We atsnpiled
100 legitimate URLs using the following strategy:

- Select the login pages of 35 sites that are oftacled by
phishers, such as www.citibank.com and www.paypai.c
These pages are very similar to phishing pagesescan see
whether our approach can distinguish them.

» Select the 35 top pages from Alexa Web Search [SBice
these pages are the most popular pages in eveljeaijt's
very important to label these pages correctly.

+ Select 30 random pages from http://random.yahodfestfryl,
and manually verify that they are legitimate. Sincers will
visit any kind of site with the toolbar, it's wortlesting how
well our approach deals with random legitimate URLs

The URLs we gathered allow us to perform a comparat
evaluation; they are not intended to be represeetand thus
cannot be used to compute absolute accuracy measure

All 200 URLs are English language sites. We usedsime test
bed as in Experiments 1 and 2. Figure 6 shows esults. All 4

toolbars tested had high true positive rates, amd=nal-TF-IDF

and Netcraft did the best with 97% true positivBpoofGuard
had a fairly high false positive rate of 48%, arndaTF-IDF had

a false positive of 6%. The Final-TF-IDF+heuristaosd Netcraft
had 1% and 0% false positive rates respectively.

The difference in true positives between Final-T~Il and
SpoofGuard are not statistically significant (p=®0), nor is the
difference between Final-TF-IDF+Heuristics and Samrd
(p=0.6374). However, the difference in true posiivbetween
Final-TF-IDF and Final-TF-IDF+Heuristics is statistly
significant (p=0.0266).

For false positives, the difference between Spoaf@and all the
others are statistically significant (p<0.0001). eTldifference
between Final-TF-IDF and NetCraft is also statatjcsignificant
(p=0.0129). However, there are no other significdifferences.
Final-TF-IDF and Final-TF-IDF+Heuristics had p=0631 and
Final-TF-IDF+Heuristics and NetCraft had p=0.0544.

100% [ 97%g90,91%97%[ @ Final-TF-IDF
90% - B Final-TF-IDF+heuristics
80% - O SpoofGuard
70% ~ O Netcraft
gng " 48%

6 -
40% r
30%
20% o
10% r 6% 1% 0%

0%
true positive false posttive

Figure 6. Comparison of Final-TF-IDF, Final-TF-
IDF+heuristic, SpoofGuard, and Netcraft

The results suggest that the pure heuristic bapptbach has a
tradeoff between true positives and false positi@as Final-TF-
IDF did very well in catching phish, but has faitygh false
positives. By combining it with some simple heucst we
reduced false positives from 6% to 1% (althougb tksult is not
statistically significant), but at the same time r@duced the true
positives from 97% to 89%. In Section 5.1, we déscsome ideas
for improving the true positive rate of Final-TFRBheuristics
while not affecting the false positive.

SpoofGuard, a heuristic-only toolbar, did very well catching
phish, but incorrectly labels nearly half of thgitemate sites as
phishing sites. Netcraft did well in both true pvg and false
positives. In our previous studies Netcraft's perfance varied
from test to test, ranging from 75% to 96% of phighsites
detected [6]. This is likely due to the fact thattfaft relies on an
extensive blacklist and thus its performance depdmehvily on
how quickly phishing sites are added to that blatkdnd how
fresh the sites are when Netcraft is tested.

In summary, in this experiment, our Final-TF-IDFgalithm
performed roughly the same as SpoofGuard in terigrus



positives and better in terms of false positivesd awas
comparable to Netcraft in true positives. Final{Di=+heuristics
outperformed SpoofGuard in false positives and mearly the
same true positives, but does not do as well asrdfetHowever,
because our approach does not rely on blacklistsjlli detect
very fresh phishing sites that Netcraft may noabke to detect.

4.4 Experiment 4 — Evaluation of CANTINA
Using URLs Gathered from Email

The fourth experiment was designed to evaluate GARTUsINg
URLSs gathered from users’ actual email inboxesemathan URLs
from a phishing feed (which might not reflect tHaghing attacks
a person might normally encounter). From Februatty £2, 2007,
four members of our research group sent all of thwiail through
a proxy that extracted every URL that appeareth@sé messages.
We gathered 3038 unique URLSs, of which only 251 %evactive,
from the 3385 email messages sent through the prxery
evening we used Final-TF-IDF, Final-TF-IDF+heudsti and
Netcraft to check each unique, active URL gathetadng the
previous day. We manually labeled the active URLs
“phishing,” “spam,” or “legitimate.” We defined mhing URLs
as pages that impersonate known brands and apkifeonal data,
the same definition used in the previous experiméMe defined
spam URLs as those selling unsolicited productssenvices
(mostly pharmaceuticals, sex-related products, tofeit
products, and credit). All other URLs were deenegltimate. Of
the 2519 active URLs, 19 of them were identifiegplshing, 388
were identified as spam, 2100 were identified agtiteate, and
12 were unknown (mostly because they are Asianulagg sites
that we could not read). We measured true positares$ false
positives, as before. We also measuedse spamswhere a spam
site was incorrectly labeled as phishing (lowdretter).

@ FinakTF-IDF | 98%

100% - 95%gq0,
90%
80%
70%
60%
50%
40%
30%
20% |

B Final TF-IDF +
heuristics

O Netcraft

13%

10% 3% (o 1% 0%
o =2
true posttive false positive false spam

Figure 7. Comparison of Final-TF-IDF, Final-TF-
IDF+heuristics, and Netcraft in a more actual envionment

As shown in Figure 7, the true positives and fadesitives are
similar to what we observed in Experiment 3, dermatisg that
CANTINA performs well when used on actual usersagnAll
three approaches were able to catch 80% or moehipigi URLS.
Final-TF-IDF had the highest true positive ratet @l the
differences were not statistically significant (p20 Although the
results may be less representative due to the saalble size
(only 19 phishing URLs out of 2519 active URLs)geyhare
consistent with the previous experiments. The FikalDF has
13% false positives, and Final-TF-IDF has 3% falssitives. The
difference is significant (p<0.001). Again Netcrafas no false
positives, which is significantly better than theot TF-IDF
approaches (p<0.001).

We tested spam URLs separately from legitimate Uflesto the
fact that spam and phishing URLs have some similar
characteristics. In addition, it may not matteaiphishing filter
identifies a spam message as phishing if the pidgsfilter is
being used in conjunction with a spam filter tdefil out both
phishing and spam messages. Because our Final-Fypproach
relies solely on whether Google will return themected URL, it
marks most spam URLs—which tend not to be indexed i
Google—as phishing. However, the heuristics we ddde~inal-
TF-IDF+heuristics are all phishing specific. Foample, the non-
matching images are a typical feature of phishingt spam.
Therefore, Final-TF-IDF+heuristics is able to digtiish phishing
URLs and spam, falsely identifying only 1% of sp&aRLs as
phishing URLs. Netcraft did not identify any spanRlL$ as
phishing. The difference between Final-TF-IDF aie tther
approaches is significant (p<0.001), and the difiee between
Final-TF-IDF+heuristics and Netcraft is not sigo#it.

5. DISCUSSION

In this section we discuss some of the limitatiohsur approach
and some possible ways to address them.

5.1 True Positives and False Positives
Final-TF-IDF had a 97% true positive rate in Expamnt 3,
incorrectly labeling three phishing sites as legdtie. These sites
used a JavaScript technique we had not previouslguntered to
“hide” the real content of their page. Our contbased approach
using the DOM works well for most web pages, butdseto be
modified to address this problem. It is possiblat tBANTINA
reads from the DOM too early, before the JavaStrgs finished
modifying the DOM. We plan to study the phisherbfuscation
techniques further to find a way to combat them.

Final-TF-IDF had a 6% false positive rate in Expemt 3, which
incorrectly labeling six legitimate sites as phighisites. We
found that our parser will sometimes return the ngrdext, for

example, the text “bank | log-in” is parsed as #ag-in” in the

text structure of DOM. These mistakes can negatiwapact the
accuracy of our lexical signatures. In addition,faend that some
legitimate sites are composed mostly of images \iitle text,

preventing TF-IDF from returning a useful lexicajreature.

Our heuristics in Final-TF-IDF+heuristics reducelde t false
positive rate from 6% to 1%. The one remainingufal came
from a legitimate page that had many phishing dtargstics,

such as containing forms requiring personal date)aively new
domain name, and many dots in the URL. HoweveralFiif-

IDF+heuristics reduced the true positive rate fréfi% to 89%,
which means there are eight phishing sites thaalHif-IDF

labeled as phish but the weighted heuristics labatelegitimate.
These phishing sites were all on domains that baea registered
more than 12 months, and were attacking sites whugges we
did not store. We can easily fix this problem bydiag these
logos to our logo heuristic; however, there willvays be more
logos and legitimate companies than we can easilude. One
possible solution here is to develop an algorittmat tdoes an
image search and compares what web pages thaislegen on to
the current page.

5.2 Limitations of CANTINA and TF-IDF

Our current implementation of CANTINA has seveialifations.
The first is that it does not include a dictiondoy languages



other than English. We also discovered in informehluations
that TF-IDF does not work well with East Asian laages. These
languages are harder to parse, since a word cawrmposed of
several different characters, and since there ish® equivalent
of a space between characters to demarcate wherevand ends
and another begins. However, we believe that thia parsing
problem rather than a fundamental issue with TF-itS€if.

CANTINA suffers from performance problems due te thme lag
involved in querying Google. There are several wayfs
addressing this problem. The first is to only sepetries if the
page passes simple heuristics that we have aliegglgmented,
e.g., having a text entry input field. The secamdbi do the query
in the background, but then stop people if they toysubmit
information. This approach would give CANTINA seakextra
seconds to determine if a web page is legitimatdewtaving a
minimal impact on the user experience. A third apph is to
cache URLs that have already been checked. A fapghoach is
to implement these algorithms as part of a seraseth email
filter rather than a browser toolbar. CANTINA mightso be
useful in applications where real-time identificatiof phishing
sites is not required. For example, it could bedute identify
phishing URLs in web server referer logs, or itldobe used by
web hosting providers to check for phishing sitegteir servers.

A third issue is the potential for attackers tocemvent
CANTINA. Phishing is an arms race, with criminalsntinually
devising new ways of tricking people. We have iifextt three
direct approaches by which CANTINA might be attatke

The first approach is to attack the TF-IDF algaritby changing
the web page. One technique would be to use imagésad of
words. A second technique would be to add “invisikiext, text
that is tiny or matches the background color of page. While
our current implementation does not address thesglgms, one
could imagine additional checks to see if thesesmess are being
used (for example, simple computer vision or conmggthe color
of text to the background color). A third techniqweuld be to
change enough words on the phishing page to corfEsiF.
However, we argue that this is difficult to do imaptice. Term
frequency is fairly robust on a given page, and ldiaequire a
fair amount of editing to change. Inverse docunfeequency is
also something criminals have no control over. Asesult, a
scammer would have to make significant enough okmng their
copy of a web page, small enough to convince piatlewictims
that the page is still the right one but large eyioto lead TF-IDF
to the fake domain name rather than the origina. akgue that
this is an unlikely proposition given the relativshort lifespan of
phishing attacks and given that phishing web pages have a
low Google PageRank due to lack of links pointiaghte scam.

This leads to the second approach for subvertindNTONA,
which is to game Google’s PageRank algorithm, ashieen done
by search engine optimization companies and by kstars
setting “Google bombs." If CANTINA becomes widelgapted,
scammers may try to subvert it by trying to breafo isites that
already have high PageRank or by waiting until slghg site is
indexed by Google before using the URL in phistenggils.

The third approach to subverting CANTINA is to affg a
distributed denial of service attack on Google. lde&r, such an
attack could be countered easily if CANTINA used ltiple

search engines instead of relying on a single one.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we presented the design and evatuatf

CANTINA, a novel content-based approach for detecphishing
web sites. CANTINA takes Robust Hyperlinks, an idiea

overcoming page not found problems using the wadivkn Term
Frequency / Inverse Document Frequency (TF-IDFpratigm,

and applies it to anti-phishing. We described oaplementation
of CANTINA, and discussed some simple heuristicat ttan be
applied to reduce false positives. We also preseaeevaluation
of CANTINA, showing that the pure TF-IDF approacinccatch
about 97% phishing sites with about 6% false peesiti and after
combining some simple heuristics we are able tohcabout 90%
of phishing sites with only 1% false positives.

In future work, we plan on refining CANTINA in pragmtion for
wider-scale deployment and evaluation. We also ptam
developing and evaluating better user interfaces. pfevious
research has shown [37], even if an anti-phishidoiar is highly
accurate, users might still fall victim to fraud users do not
understand what the toolbar is trying to commumicat

7. ACKNOWLEDGMENTS

Thanks to the members of the Supporting Trust Detésproject
for their feedback, to Tom Phelps for providing smucode for
Robust Hyperlinks, and to lan Fette for settingthg email proxy
used in Experiment 4. This work was supported imt ey

National Science Foundation grant CCF-0524189 ((®ujing

Trust Decisions”) and by Army Research Office grBAtAD19-

02-1-0389 (“Perpetually Available and Secure Infation

Systems”). The views and conclusions containedisidocument
are those of the authors and should not be intemgbras
representing the official policies, either expresse implied, of
the National Science Foundation or the U.S. goverim

8. REFERENCES

[1] 3Sharp, 3Sharp Study finds Internet Explorer 7 Edget
Netcraft As Most Accurate for Anti-Phishing Profect
2006. http://www.3sharp.com/projects/antiphishing/

[2] Anti-Phishing Working Group, Phishing Activity Trda
Report. 2006. http://www.antiphishing.org/reports/
apwg_report_june_06.pdf

[3] Anti-Phishing Working Group (APWG). Visited: Nov 20
2006. http://www.antiphishing.org/

[4] Chou, N., R. Ledesma, Y. Teraguchi, D. Boneh, a@d J
Mitchell. Client-Side Defense against Web-Baseatitg
Theft. InProceedings of The 11th Annual Network and
Distributed System Security Symposium (NDSS '04)
http://crypto.stanford.edu/SpoofGuard/webspoof.pdf

[5] Cloudmark Inc. Visited: Nov 20, 2006.
http://www.cloudmark.com/desktop/download/

[6] Cranor, L., S. Egelman, J. Hong, and Y. Zhang. éihin
Phish: Evaluating Anti-Phishing Tools. Rroceedings of
The 14th Annual Network and Distributed System i@gcu
Symposium (NDSS '0February 28- March 2, 2007.

[7] Dao, T., Term frequency-Inverse document frequency
implementation in C#, The Code Project - C# Prognarg.
Visited: Nov 20, 2006.
http://www.codeproject.com/csharp/tfidf.asp



[8] Dhamija, R. and J.D. Tygar. The battle againsthphis
Dynamic Security Skins. IRroceedings of the First
Symposium on Usable Privacy and Security (SOUPS)200
pp. 77-88 2005.

[9] Dhamija, R., J.D. Tygar, and M. Hearst. Why Phighin
Works. InProceedings of ACM Conference on Human
Factors in Computing Systems (CHI200®), 581-590,
April 2006.

[10] Downs, J.S., M.B. Holbrook, and L.F. Cranor. Demisi
strategies and susceptibility to phishingPirmceedings of
the Second Symposium on Usable Privacy and Security
(SOUPS 2006)pp. 79-90 2006.

[11] eBay Inc., Spoof Email Tutorial. Visited: Nov 2@J6.
http://pages.ebay.com/education/spooftutorial/

[12] eBay Inc., Using eBay Toolbar’s Account Guard. ¥&di
Nov 20, 2006.
http://pages.ebay.com/help/confidence/account-gham

[13] Federal Trade Commission, An E-Card for You game.
Visited: Nov 20, 2006.
http://www.ftc.gov/bcp/conline/ecards/phishing/imdeml

[14] Federal Trade Commission, Federal Trade Commission.
Phishing Alerts. Visited: Nov 20, 2006.
http://iww.ftc.gov/bep/conline/pubs/alerts/phishétrg. htm

[15] Ferguson, A.J., Fostering E-Mail Security Awaren@se
West Point Carronad&DUCASE Quarterly2005.
http://www.educause.edu/ir/library/pdfleqm0517.pdf

[16] Fette, I., N. Sadeh, and A. Tomasic. Learning ttebte
Phishing Emails. ISRI Technical Report. CMU-ISRI-0862,
2006. http://reports-
archive.adm.cs.cmu.edu/anon/isri2006/abstractsi@html

[17] Gabber, E., P.B. Gibbons, Y. Matias, and A.J. Malew
to make personalized web browsing simple, secuma, a
anonymous. IfiProceedings of Financial Cryptographpp.
17-32 1997.

[18] GeoTrust Inc., TrustWatch Toolbar. Visited: Nov 2006.
http://toolbar.trustwatch.com/tour/v3ie/toolbar-e3bur-
overview.html

[19] Google Inc., Google Safe Browsing for Firefox. tési: Nov
20, 2006. http://www.google.com/tools/firefox/safelsing/

[20] Halderman, J.A., B. Waters, and E.W. Felten. A @Goient
Method for Securely Managing PasswordsPtnceedings
of 14th International World Wide Web Conferen2@05.

[21] Herzberg, A. and A. Gbara, TrustBar: Protectinge(ev
Naive) Web Users from Spoofing and Phishing Attacks
2004, Cryptology ePrint Archive: Report 2004/158&pf/
www.cs.biu.ac.il/~herzbea/Papers/ecommerce/spobiimy

[22] Jackson, J.W., A.J. Ferguson, and M.J. Cobb. Bugldi
University-wide Automated Information Assurance
Awareness Exercise: The West Point Carronade. In
Proceedings 085th ASEE/IEEE Frontiers in Education
Conference2005.
http://ffie.engrng.pitt.edu/fie2005/papers/1694.pdf

[23] Jagatic, T., N. Johnson, M. Jakobsson, and F. Mencz
Social Phishing, 2006, http://www.indiana.edu/
~phishing/social-network-experiment/phishing-prappdf

[24] Keizer, G., Phishing Costs Nearly $1 BilliohechWeb
Technology New/isited: Nov 20, 2006.
http://www.techweb.com/wire/security/164902671

[25] Kumaraguru, P., Y.W. Rhee, A. Acquisti, L. Cranamd J.
Hong. Protecting People from Phishing: The Desigh a
Evaluation of an Embedded Training Email System. In
Proceedings of CHI2007

[26] Mail Frontier, Phishing IQ. Visited: Nov 20, 2006.
http://survey.mailfrontier.com/survey/quiztest.htmi

[27] McMillan, R., Gartner: Consumers to lose $2.8 billito
phishers in 2008\etworkWorld 2006.
http://www.networkworld.com/news/2006/110906-gartne
consumers-to-lose-28b.html

[28] Microsoft, Consumer Awareness Page on Phishingtedis
Nov 20, 2006. http://www.microsoft.com/athome/ségur
email/phishing.mspx

[29] Netcraft, Netcraft Anti-Phishing Toolbar. Visitelov 20,
2006. http://toolbar.netcraft.com/

[30] New York State Office of Cyber Security & Critical
Infrastructure Coordination. 2005. Gone Phishing... A
Briefing on the Anti-Phishing Exercise InitiativerfNew
York State Government. Aggregate Exercise Resuoits f
public release.

[31] Panahy, A., Google Parser, The Code Project - C#
Programming. Visited: Nov 20, 2006.
http://www.codeproject.com/csharp/googleparser.asp

[32] Phelps, T.A. and R. Wilensky, Robust Hyperlinks and
Locations,D-Lib Magazine vol. 6(7/8), 2000.
http://www.dlib.org/dlib/july00/wilensky/07wilenskiitml

[33] PhishTank. Visited: Nov 20, 2006.
http://www.phishtank.com/

[34] PhishTank, Statistics about Phishing Activity ardsBTank
Usage. Visited: Nov 20, 2006.
http://www.phishtank.com/stats/2006/10/

[35] Salton, G. and M.J. McGillntroduction to Modern
Information RetrievalNew York, NY: McGraw-Hill, 1986.

[36] Stanford Applied Crypto Group, PwdHash. Visited vi\aD,
2006. http://crypto.stanford.edu/PwdHash

[37] Wu, M., R. Miller, and S. Garfinkel. Do Security dlbars
Actually Prevent Phishing Attacks? Rroceedings of ACM
Conference on Human Factors in Computing Systems
(CHI2006), CHI Letters 8(1)Quebec, Canada: ACM Press.
pp. 601-610, April 2006.

[38] Wu, M., R.C. Miller, and G. Little. Web Wallet: Rrenting
Phishing Attacks by Revealing User Intentions. In
Proceedings of The Second Symposium on Usabledyriva
and Security (SOUPS 200¢)p. 102-113 2006.

[39] Ye, Z., S. Smith, and D. Anthony, Trusted paths for
browsersACM Transactions on Information and System
Security2005.8(2): p. 153-186.

[40] Yee, K.-P. and K. Sitaker. Passpet: ConvenientiRass
Management and Phishing ProtectionPhoceedings ofThe
Second Symposium on Usable Privacy and SecurityPSO
2006) pp. 32-43 2006.

[41] Zolnikov, P., Extending Explorer with Band Objects
using.NET and Windows Forms, The Code Project - C#
Programming. Visited: Nov 20, 2006.
http://www.codeproject.com/csharp/dotnetbandobjasfs



