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Abstract

The purpose of this article is twofold. First, we summarize research on
the topic of privacy in Human–Computer Interaction (HCI), outlining
current approaches, results, and trends. Practitioners and researchers
can draw upon this review when working on topics related to privacy in
the context of HCI and CSCW. The second purpose is that of charting
future research trends and of pointing out areas of research that are
timely but lagging. This work is based on a comprehensive analysis of
published academic and industrial literature spanning three decades,
and on the experience of both ourselves and of many of our colleagues.



1
Introduction

Privacy is emerging as a critical design element for interactive systems
in areas as diverse as e-commerce [63], health care [287], office work
[156], and personal communications. These systems face the same fun-
damental tension. On the one hand, personal information can be used
to streamline interactions, facilitate communication, and improve ser-
vices. On the other hand, this same information introduces risks, rang-
ing from mere distractions to extreme threats.

Government reports [239, 283], essays [223], books [17, 93, 196, 303],
and media coverage [252, 295, 312] testify on peoples’ concerns regard-
ing the potential for abuse and general unease over the lack of control
over a variety of computer systems. Similarly, application developers
worry that privacy concerns can impair the acceptance and adoption
of their systems.

No end-to-end solutions exist to design privacy-respecting sys-
tems that cater to user concerns. Lessig provided a very high level
framework for structuring the protection of individuals’ privacy, which
leverages four forces: laws, social norms, the market, and techni-
cal mechanisms [195]. However, the challenge is in turning these
broad guidelines into actionable design solutions. Our thesis is that
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researchers in Human–Computer Interaction (HCI) and Computer-
Supported Cooperative Work (CSCW) can greatly improve the protec-
tion of individual’s personal information, because many of the threats
and vulnerabilities associated with privacy originate from the interac-
tions between the people using information systems, rather than the
actual systems themselves.

Approaching the topic of privacy can be daunting for the HCI prac-
titioner, because the research literature on privacy is dispersed across
multiple communities, including computer networking, systems, HCI,
requirements engineering, management information systems (MIS),
marketing, jurisprudence, and the social sciences. Even within HCI,
the privacy literature is fairly spread out. Furthermore, many IT pro-
fessionals have common-sense notions about privacy that can turn out
to be inaccurate.

Hence, the goal of this article is to provide a unified overview of
privacy research in HCI, focusing specifically on issues related to the
design and evaluation of end-user systems that have privacy implica-
tions. In Section 2, we present two philosophical outlooks on privacy
that will help the practitioner frame research questions and design
issues. We also show how privacy research has evolved in parallel
with HCI over the past 30 years. Section 3 presents an overview of
the research literature, structured along an ideal inquiry-build-evaluate
development cycle. Finally, in Section 4, we outline key research chal-
lenges, where we think that HCI methods and research approaches can
make a significant impact in furthering our knowledge about informa-
tion privacy and personal data protection.

In the remainder of this section, we explain why we think privacy
research is challenging and interesting for HCI, and map out relevant
literature published in HCI conferences and journals, and in neighbor-
ing fields such as MIS and CSCW.

1.1 Why Should HCI Researchers Care About Privacy?

Human–computer interaction is uniquely suited to help design teams
manage the challenges brought by the need of protecting privacy and
personal information. First, HCI can help understand the many notions
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of privacy that people have. For example, Westin describes four states
of privacy: solitude, intimacy, anonymity, and reserve [302]. Similarly,
Murphy lists the following as expressions of privacy: “to be free from
physical invasion of one’s home or person,” “the right to make certain
personal and intimate decisions free from government interference,”
“the right to prevent commercial publicity of one’s own name and
image,” and “the control of information concerning an individual’s per-
son” [212]. These perspectives represent different and sometimes con-
flicting worldviews on privacy. For example, while some scholars argue
that privacy is a fundamental right, Moor claims that privacy is not a
“core value” on par with life, security, and freedom, and asserts that
privacy is just instrumental for protecting personal security [209].

Second, a concept of tradeoff is implicit in most discussions about
privacy. In 1890, Warren and Brandeis pointed out that privacy should
be limited by the public interest, a position that has been supported
by a long history of court rulings and legal analysis [296]. Tradeoffs
must also be made between competing interests in system design. For
example, the developer of a retail web site may have security or busi-
ness requirements that compete with the end-user privacy require-
ments, thus creating a tension that must be resolved through tradeoffs.
Because HCI practitioners possess an holistic view of the interaction of
the user with the technology, they are ideally positioned to optimally
work through and solve these tradeoffs.

Third, privacy interacts with other social concerns, such as con-
trol, authority, appropriateness, and appearance. For example, while
parents may view location-tracking phones as a way of ensuring safety
and maintaining peace of mind, their children may perceive the same
technology as smothering and an obstacle to establishing their iden-
tity. These relationships are compellingly exemplified in Goffman’s
description of the behavior of individuals in small social groups [120].
For instance, closing one’s office door not only protects an individual’s
privacy, but asserts his ability to do so and emphasizes the difference
from other colleagues who do not own an individual office. Here, the
discriminating application of HCI tools can vastly improve the accuracy
and quality of the assumptions and requirements feeding into system
design.
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Fourth, privacy can be hard to rationalize. Multiple studies have
demonstrated that there is a difference between privacy preferences
and actual behavior [8, 39]. Many people are also unable to accurately
evaluate low probability but high impact risks [256], especially related
to events that may be far removed from the time and place of the ini-
tial cause [130]. For example, a hastily written blog entry or impulsive
photograph on MySpace may cause unintentional embarrassment sev-
eral years down the road. Furthermore, privacy is fraught with excep-
tions, due to contingent situations and historical context. The need for
flexibility in these constructs is reflected by all the exceptions present
in data protection legislation and by social science literature that
describes privacy as a continuous interpersonal “boundary-definition
process” rather than a static condition [17]. The use of modern “behav-
ioral” inquiry techniques in HCI can help explicate these behaviors and
exceptions.

Finally, it is often difficult to evaluate the effects of technology on
privacy. There are few well-defined methods for anticipating what pri-
vacy features are necessary for a system to gain wide-scale adoption
by consumers. Similarly, there is little guidance for measuring what
level of privacy a system effectively offers or what its overall return
on investment is. Like “usability” and “security,” privacy is a holistic
property of interactive systems, which include the people using them.
An entire system may be ruined by a single poorly implemented com-
ponent that leaks personal information, or a poor interface that users
cannot understand.

In our opinion, HCI is uniquely suited to help design teams manage
these challenges. HCI provides a rich set of tools that can be used
to probe how people perceive privacy threats, understand how people
share personal information with others, and evaluate how well a given
system facilitates (or inhibits) desired privacy practices. Indeed, the
bulk of this paper examines past work that has shed light on these
issues of privacy.

As much as we have progressed our understanding of privacy within
HCI in the last 30 years, we also recognize that there are major research
challenges remaining. Hence, we close this article by identifying five
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“grand challenges” in HCI and privacy:

— Developing standard privacy-enhancing interaction tech-
niques.

— Developing analysis techniques and survey tools.
— Documenting the effectiveness of design tools, and creating

a “privacy toolbox.”
— Furthering organizational support for managing personal

data.
— Developing a theory of technological acceptance, specifically

related to privacy.

These are only few of the challenges facing the field. We believe that
focusing research efforts on these issues will lead to bountiful, timely
and relevant results that will positively affect all users of information
technology.

1.2 Sources Used and Limitations of this Survey

In this survey paper, we primarily draw on the research literature in
HCI, CSCW, and other branches of Computer Science. However, read-
ers should be aware that there is a great deal of literature on pri-
vacy in the MIS, advertising and marketing, human factors, and legal
communities.

The MIS community has focused primarily on corporate organiza-
tions, where privacy perceptions and preferences have a strong impact
on the adoption of technologies by customers and on relationships
between employees. The advertising and marketing communities have
examined privacy issues in reference to privacy policies, and the effects
that these have on consumers (e.g., work by Sheehan [257]).

The legal community has long focused on the implications of spe-
cific technologies on existing balances, such as court rulings and the
constitutional status quo. We did not include legal literature in this
article because much scholarly work in this area is difficult to use in
practice during IT design. However, this work has some bearing on HCI
and researchers may find some analyses inspiring, including articles on
data protection [249], the relation between legislation and technology
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[195], identity [171], data mining [311], and employee privacy [188]. As
one specific example, Strahilevitz outlines a methodology for helping
courts decide on whether an individual has a reasonable expectation
of privacy based on the social networking literature [272]. As another
example, Murphy discusses whether or not the default privacy rule
should allow disclosure or protection of personal information [212].

Privacy research is closely intertwined with security research. How-
ever, we will not refer HCI work in the security field. Instead, we direct
readers to the books Security and Usability [67] and Multilateral Secu-
rity in Communications [210] for more information.

We also only tangentially mention IT management. Management
is becoming increasingly important in connection to privacy, espe-
cially after the enactment of data protection legislation [178]. However,
academia largely ignores these issues and industry does not publish
on these topics because specialists perceive knowledge in this area as
a strategic and confidential asset. Governments occasionally publish
reports on privacy management. However, the reader should be aware
that there is much unpublished knowledge in the privacy management
field, especially in CSCW and e-commerce contexts.

This survey paper also focuses primarily on end-users who employ
personal applications, such as those used in telecommunications and
e-commerce. We only partially consider applications in workplaces.
However, perceived control of information is one of the elements of
acceptance models such as Venkatesh et al.’s extension [289] of the
Technology Acceptance Model [74]. Kraut et al. discuss similar accep-
tance issues in a CSCW context [183], pointing out that in addition
to usefulness, critical mass and social influences affect the adoption of
novel technologies.
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The Privacy Landscape

In this chapter, we introduce often-cited foundations of the privacy
discourse. We then discuss two perspectives on privacy that provide
useful characterizations of research and design efforts, perspectives that
affect how we bring to bear the notions of law and architecture on the
issue of privacy. These perspectives are (1) the grounding of privacy on
principled views as opposed to on common interest, (2) the differences
between informational self-determination and personal privacy. Finally,
we provide a historical outlook on 30 years of privacy HCI research and
on how privacy expectations co-evolved with technology.

2.1 Often-Cited Legal Foundations

In this section, we describe a set of legal resources often cited by privacy
researchers. In our opinion, HCI researchers working in the field of
privacy should be familiar with all these texts because they show how
to approach many privacy issues from a social and legal standpoint,
while uncovering areas where legislation may be lacking.

Many authors in the privacy literature cite a renowned 1890 Harvard
Law Review article by Judges Warren and Brandeis entitled The Right
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to Privacy as a seminal work in the US legal tradition [296]. Warren
and Brandeis explicitly argued that the right of individuals to “be let
alone” was a distinct and unique right, claiming that individuals should
be protected from unwarranted publications of any details of their per-
sonal life that they might want to keep confidential.1 In this sense,
this right to privacy relates to the modern concept of informational
self-determination. It is interesting to note that Warren and Brandeis
did not cite the US Constitution’s Fourth Amendment,2 which protects
the property and dwelling of individuals from unwarranted search and
seizure (and, by extension, their electronic property and communica-
tions). The Fourth Amendment is often cited by privacy advocates,
especially in relation to surveillance technologies and to attempts to
control cryptographic tools. The Fourth Amendment also underpins
much privacy legislation in the United States, such as the Electronic
Communications Privacy Act, or ECPA.3 Constitutional guarantees of
privacy also exist in other legal texts, for example the EU Convention
on Human Rights [61, Article 8].

In the United States, case law provides more material for HCI
practitioners. Famous cases involving the impact of new technologies
on the privacy of individuals in the United States include Olmstead vs.
United States (1928), which declared telephone wiretapping constitu-
tional; Katz vs. United States (1967), again on telephone wiretapping
and overturning Olmstead; Kyllo vs. United States (2001), on the use
of advanced sensing technologies by police; and Barnicki vs. Vopper
(2001) on the interception of over-the-air cell phone transmissions.

Regulatory entities such as the FTC, the FCC, and European Data
Protection Authorities also publish rulings and reports with which
HCI professionals working in the field of privacy should be familiar.

1 Warren and Brandeis claimed that the right to privacy is unique because the object of
privacy (e.g., personal writings) cannot be characterized as intellectual property nor as a
property granting future profits.

2 “The right of the people to be secure in their persons, houses, papers, and effects, against
unreasonable searches and seizures, shall not be violated, [. . . ].”

3 The ECPA regulates the recording of telecommunications and personal communications
at the US Federal level, including wiretapping by government agencies. It generally out-
laws any recording of which at least one party being recorded is not aware and requires
various types of warrants for wiretapping or recording other telecommunication data for
law enforcement purposes.
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For example, the EU Article 29 Working Party has issued a series of
rulings and expressed opinions on such topics as the impact of video
surveillance, the use of biometric technologies, and the need for simpli-
fied privacy policies.

Finally, HCI researchers often cite legal resources such as the Euro-
pean Data Protection Directive of 1995 [79] and HIPAA, the US
Health Insurance Portability and Accountability Act of 1999 [285].
Many of these data protection laws were inspired by the Fair Infor-
mation Practices (discussed in more detail in Section 3.5.1), and
impose a complex set of data management requirements and end-user
rights. HCI practitioners should be aware that different jurisdictions
use legislation differently to protect privacy, and that there is much
more to privacy than the constitutional rights and laws described
above.

2.2 Philosophical Perspectives on Privacy

Arguments about privacy often hinge on one’s specific outlook, because
designers’ values and priorities influence how one thinks about and
designs solutions [108]. In this section, we present alternative perspec-
tives on privacy without advocating one particular view. The reader
should instead refer to ethical principles suggested by professional orga-
nizations, such as the ACM or the IFIP [25, 41]. Still, we believe that
an understanding of different perspectives is useful, because it provides
a framework for designers to select the most appropriate approach for
solving a specific problem.

2.2.1 Principled Views and Common Interests

The first perspective contrasts a principled view with a communitar-
ian view. The principled view sees privacy as a fundamental right of
humans. This view is supported by modern constitutions, for example
the US 4th Amendment, and texts such as the European Convention on
Human Rights [61]. In contrast, the communitarian view emphasizes
the common interest, and espouses an utilitarian view of privacy where
individual rights may be circumscribed to benefit the society at large
[93]. For an example of how this dichotomy has been translated into a
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framework for assessing the privacy concerns brought about by ubiqui-
tous computing technologies, see work by Terrel, Jacobs, and Abowd
[159, 278].

The tension between principled approaches and utilitarian views is
reflected in debates over the use of many technologies. For example,
Etzioni discusses the merits and disadvantages of mandatory HIV test-
ing and video surveillance. In the case of information and communica-
tion technologies, the contrast between these two views can be seen in
the ongoing debate between civil liberties associations (e.g., the Elec-
tronic Frontier Foundation) and governments over strong encryption
technologies and surveillance systems.

These contrasting views can also help explain differences in
approaches in the privacy research community. For example, some
privacy-enhancing technologies (PETs) have been developed more as a
matter of principle than on solid commercial grounds. Some researchers
in the privacy community argue that the mere existence of these PETs
is more important for their impact on policy debate than their actual
widespread use or even commercial viability. Reportedly, this is the
reason why organizations such as the Electronic Frontier Foundation
support some of these projects.

2.2.2 Data Protection and Personal Privacy

The second perspective contrasts data protection with personal privacy.
Data protection (also known as informational self-determination) refers
to the management of personally identifiable information, typically by
governments or commercial entities. Here, the focus is on protecting
such data by regulating how, when, and for what purpose data can
be collected, used, and disclosed. The modern version of this concept
stems from work by Alan Westin and others [302, 303], and came about
because of concerns over how databases could be used to collect and
search personal information [283].

Westin’s work led to the creation of the influential Fair Information
Practices (FIPS), which are a set of guidelines for personal information
management. The FIPS include notions such as purpose specification,
participation, and accountability (see Section 3.5.1). The FIPS have
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greatly influenced research on privacy, including standards like P3P
[66], privacy policies on web sites, and data management policies [172].
More recently, the FIPS have been reinterpreted with reference to RFID
systems [112] and ubiquitous computing [186].

In contrast, personal privacy describes how people manage their
privacy with respect to other individuals, as opposed to large organi-
zations. Drawing from Irwin Altman’s research on how people man-
age personal space [17], Palen and Dourish argue that privacy is not
simply a problem of setting rules and enforcing them, but rather an
ongoing and organic “boundary definition process” in which disclosure
and identity are fluidly negotiated [227]. The use of window blinds and
doors to achieve varying levels of privacy or openness is an example
of such boundary setting. Other scholars have made similar observa-
tions. Darrah et al. observed that people tend to devise strategies “to
restrict their own accessibility to others while simultaneously seeking to
maximize their ability to reach people” [73]. Westin argued that “Each
individual is continually engaged in a personal adjustment process in
which he balances the desire for privacy with the desire for disclosure
and communication” [302].

Altman’s work is in part inspired by Goffman’s work on social and
interpersonal relations in small groups [119, 120]. One of Goffman’s
key insights is that we project different personas to different people in
different situations. For example, a doctor might present a professional
persona while working in the hospital, but might be far more casual
and open with close friends and family. The problem with respect to
the design of interactive systems is that these roles cannot always be
easily captured or algorithmically modeled.

Personal privacy appears to be a better model for explaining peo-
ples’ use of IT in cases where the information requiring protection is not
well defined, such as managing one’s availability to being interrupted
or minute interpersonal communication. Here, the choice of whether
or not to disclose personal information to others is highly situational
depending on the social and historical context of the people involved.
An example of this is whether or not to disclose one’s location when
on-the-go using cell phones or other kinds of “friend finders” [158]. Cur-
rent research suggests that these kinds of situations tend to be difficult
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to model using rigid privacy policies that are typical of data protection
guidelines [192].

In summary, data protection focuses on the relationship between
individual citizens and large organizations. To use a blunt expression,
the power of knowledge here lies in quantity. In contrast, personal pri-
vacy focuses more on interpersonal relationships and tight social circles,
where the concern is about intimacy.

This distinction is not just academic, but has direct consequences on
design. Modeling privacy according to data protection guidelines will
likely result in refined access control and usage policies for personal
information. This is appropriate for many IT applications today, rang-
ing from healthcare to e-commerce. Typical design tools based on the
data protection viewpoint include privacy policies on web sites, consent
checkboxes, certification programs (such as TRUSTe), and regulations
that increase the trust of consumers toward organizations.

For applications that manage access to one’s physical space or atten-
tion or interpersonal communication (e.g., chat, email, and social net-
working sites, as well as some location-enhanced applications such as
person finders), a data protection outlook may result in a cumbersome
design. For example, imagine highly detailed policies to limit when
others can send instant messages to you. Instead, IM clients provide
a refined moment-by-moment control of availability through “away”
features and plausible deniability. For applications affecting personal
privacy, negotiation needs to be dialectic and continuous, making it
easy for people to project a desired persona, depending on social con-
text, pressures, and expectations of appropriate conduct.

How should these different views of privacy be reconciled? Our best
answer to this question is that they should not be. Each approach
to privacy has produced a wealth of tools, including analytic instru-
ments, design guidelines, legislation, and social expectations. Further-
more, many applications see both aspects at work at the same time.
For example, a social networking web site has to apply a data protec-
tion perspective to protect the data they are collecting from individuals,
a personal privacy perspective to let individuals project a desired image
of themselves, and a data protection perspective again to prevent users
from crawling and data mining their web site.
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2.3 An Historic Perspective on Privacy

Privacy is not a static target: changes in technology, in our under-
standing of the specific social uses of such technologies, and in social
expectations have led to shifts in the focus of privacy research in HCI.
In this section, we discuss changes in the expectation of privacy over the
past three decades and summarize the consequences of these changes
on HCI practice.

2.3.1 Changes in Expectations of Privacy

While the basic structures of social relations — for example, power rela-
tions and the presentation of self — have remained relatively stable with
technical evolution [119], there have been large shifts in perceptions and
expectations of privacy. These shifts can be seen in the gradual adop-
tion of telecommunication technologies, electronic payment systems,
and surveillance systems, notwithstanding initial privacy worries.

There are two noteworthy aspects on how privacy expectations have
changed. The first is that social practice and expectations co-evolve
with technical development, making it difficult to establish causal
effects between the two. The second aspect is that privacy expecta-
tions evolve along multi-dimensional lines, and the same technology
can have opposite effects on different types of privacy.

Social practice and technology co-evolve. For example, the intro-
duction of digital cameras, or location technology in cell phones, hap-
pened alongside the gradual introduction of legislation [78, 284, 286]
and the emergence of a social etiquette regulating their use. Legislation
often follows technical development, but in some cases it preempts tech-
nical development. For example, digital signature legislation in some
European countries was enacted well before the technology was fully
developed, which may have in fact slowed down adoption by negatively
affecting its usability [1].

It is often difficult to tease cause and effect apart: whether social
practices and expectations drive the development of technology or
vice-versa. Some observers have noted that the relationship between
social constructs and technology is better described as co-evolution.
Latour talks of “socio-technological hybrids,” undividable structures
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encompassing technology as well as culture — norms, social practices
and perceptions [189]. Latour claims that these hybrids should be stud-
ied as a whole. This viewpoint is reflected by HCI researchers, includ-
ing the proponents of participatory design [88, 251] and researchers of
social computing [81]. Iachello et al. even go as far as claiming that in
the domain of privacy, adoption patterns should be “designed” as part
of the application and can be influenced to maximize the chances of
successful acceptance [154].

The reader should note that in some cases, technologies that affect
privacy are developed without much public debate. For example, Geo-
graphic Information Systems (GIS) classify geographic units based
on census, credit, and consumer information. Curry and Philips note
that GIS had a strong impact on the concepts of community and
individual, but were introduced almost silently, over the course of
several decades, by a combination of government action, develop-
ments in IT, and private enterprises, without spurring much public
debate [72].

Understanding these changes is not a straightforward task, because
technical development often has contradictory effects on social prac-
tice. The same artifact may produce apparently opposite consequences
in terms of privacy, strengthening some aspect of privacy and reduc-
ing others. For example, cell phones both increase social connected-
ness, by enabling distant friends and acquaintances to talk more often
and in a less scheduled way than previously possible, but also raise
barriers between physically co-present individuals, creating “bubbles”
of private space in very public and crowded spaces such as a train
compartment [23].

From this standpoint, privacy-sensitive IT design becomes an exer-
cise of systematically reconciling potentially conflicting effects of new
devices and services. For example, interruption management systems
based on sensing networks (such as those prototyped by Nagel et al.
[214]) aim at increasing personal and environmental privacy by reduc-
ing unwanted phone calls, but can affect information privacy due to
the collection of additional information through activity sensors. We
highlight this issue of how expectations of privacy change over time as
an ongoing research challenge in Section 4.5.
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2.3.2 Changes in Privacy Methodologies

The discourses on HCI and on privacy in IT share a similar history
over the past 40 years. Reflections on the implications of IT on privacy
surged in the late 1960’s with the proposal of a National Data Cen-
ter in the United States [84] and culminated with the publication of
the 1973 report Records, Computers and the Rights of Citizens [283]
which introduced the Fair Information Practices. By the early 1970s,
the accumulation of large amounts of personal data had prompted sev-
eral industrialized countries to enact laws regulating the collection, use,
and disclosure of personal information.

The FIPS reflect the top-down and systems approach typical of IT
at the time. Systems were relatively few, carefully planned, developed
for a specific purpose, centrally managed, and their use was not dis-
cretionary. The terminology used to describe privacy reflects this per-
spective as well. Data subjects were protected through data protection
mechanisms, which were centrally administered and verified by a data
controller or data owner (the organization managing the data). Trust
originated in the government and in the accountability of data own-
ers. HCI in the 1970s also reflected carefully planned, structured pro-
cess modeling of non-discretionary applications [131]. Computer-related
work tasks were modeled and evaluated to improve performance, usabil-
ity, and effectiveness using techniques such as GOMS [126].

This picture began to change with advances in personal computing.
Discretionary use became the predominant mode for many applica-
tions, even in office settings, and HCI started to concentrate more on
ease-of-use, learning curves, and pleasurable interaction. Users enjoyed
increasing discretion of what applications and services to employ. At
the same time, the collection of personal data expanded with advances
in storage and processing power, making trust a fundamental compo-
nent in the provisioning of IT services. This increased choice and shift
of approaches is reflected in data protection legislation in the 1980s,
where the original concepts of use limitation gives way to the more
far-reaching concept of Informational Self-Determination [116].

Finally, the 1990s saw the emergence of the Internet, which enabled
new kinds of applications and forms of communication. Regulators and
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industry started developing more flexible and comprehensive legisla-
tion to support the greatly increased amounts of personal informa-
tion that was being shared and used. Privacy research followed these
changes, acknowledging the use of IT for communication purposes and
the increasing fluidity of personal information collected and used by
individuals, businesses, and governments. The development of privacy-
enhancing technologies like machine-readable privacy policies [66], of
concepts such as Multilateral Security [241], and of technology support-
ing anonymous transactions (e.g., mail encryption tools, mix networks,
anonymizing web services) are manifestations of the complexity of the
IT landscape.

At the same time, HCI research and practices began to focus on the
use of IT to enable interpersonal communications and support social and
work groups, first in small environments such as offices, later in society at
large. Example domains studied by HCI researchers at this time include
remote collaboration, telecommunications, and organizations. Following
thesedevelopments, interpersonal relationsbecamean importantdomain
of the privacy discourse, and research started to focus on interpersonal
privacywithin office environments [114, 211] and in everyday interactions
and communications (e.g., instant messaging, email).

Today,thecombinationofwirelessnetworking,sensors,andcomputing
devices of all form factors has spurred the development of new kinds
of mobile and ubiquitous computing applications. Many of these new
applications operate in non-traditional settings, such as the home or
groups of friends, which lead to new challenges for HCI and privacy
[186, 262]. For example, the implicit nature of interaction with these
systems requires developers to re-think both Norman’s seven steps of
interaction[222]andestablishedtenetsofprivacysuchasinformedconsent
[5]. Furthermore, the type, quantity and quality of information collected
from ubicomp environments significantly heighten risks of misuse.

This brief historical review should have convinced the reader that
privacyisaverydynamicconstruct,andthatdesignforprivacyisafunction
of social and technological contexts, which vary over time. Against this
backdrop, we next survey the research landscape of privacy in HCI.
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Understanding, Building and Evaluating Privacy

in Interactive Systems

In this chapter, we survey HCI privacy literature, organized according
to threads of research on specific topics, such as mobile computing
or identity management. Privacy research in the HCI field has seen a
surge starting in the early 1990’s and is now booming. The increased
interest in privacy within HCI is also testified by countless workshops
at HCI conferences, and the recent creation of conferences like SOUPS
(Symposium on Usable Privacy and Security).

Figure 3.1 depicts our view of the evolution of HCI privacy research
between 1970 and 2006. Each line represents a particular subfield,
defined as a timeline of related work (e.g., location-enhanced technolo-
gies privacy). Beneath each line, we provide a sample of salient studies
(which are referenced in the bibliography). Note that the intent is not
to provide an exhaustive listing of references, but to illustrate with
select references the scope of each line of research.

The figure clearly shows the dichotomy between personal privacy
research and data protection, described above in Section 2.2.2. The
picture also shows shaded regions (see Section 2.3):

— the non-discretionary era of centralized personal data man-
agement (1960–1980);
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— the period of informational self-determination (1980–2000);
— the more recent developments toward implicit interaction

and behavioral analysis of users with respect to privacy con-
cerns (2000 to present).

In the following sections, we describe the main research efforts and
results in the subfields of Figure 3.1. The material is organized accord-
ing to an ideal application development cycle, from understanding user
needs, to designing the application, to evaluating it.
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3.1 Understanding Users’ Privacy Preferences

We start by describing work on understanding the privacy preferences
of individuals. As noted above, privacy preferences are determined by
social context and are sometimes difficult to articulate. For example,
the need for plausible deniability is evident in social relations [77], but
participants of a survey may not admit it or be consciously aware of
certain dynamics that are ingrained in one’s daily behavior. Conse-
quently, privacy preferences and concerns can be difficult to generalize
and should be probed with reference to a specific circumstance. One
implication is that it can be misleading to take privacy preferences from
one domain (e.g., attitudes toward the use of loyalty cards or internet
shopping) and extrapolate them to another domain (e.g., social rela-
tions such as family and colleagues).

Notwithstanding these difficulties, a wide array of techniques has
been developed to gather data about users’ preferences and attitudes.
These techniques include both quantitative tools, such as surveys to
probe mass-market applications, and qualitative techniques to probe
personal privacy dynamics. Table 3.1 provides an overview of the
research space, with a sampling of the most used techniques and a
few representative studies for each, with an indication of their scope,
advantages and limitations. We first show how these techniques have
been used in several application domains. In Section 3.2, we discuss the
drawbacks and advantages of specific techniques, specifically in relation
to privacy. In Section 4.3, we argue that there is still a great need for
improving these techniques.

3.1.1 Data Protection and Privacy Preferences

The development of data collection practices during the 1970s and
1980s led governments to enact data protection legislation. At the
same time, a number of studies were conducted to probe public opinion
regarding these practices. Many of these studies were commissioned or
conducted by the government, large IT companies, or research institu-
tions. In the United States, a well-known series of surveys was developed
by the Pew Research Center, a non profit organization that provides



3.1 Understanding Users’ Privacy Preferences 21

T
ab

le
3.

1
Su

m
m

ar
y

of
te

ch
ni

qu
es

fo
r

un
de

rs
ta

nd
in

g
us

er
s’

pr
iv

ac
y

pr
ef

er
en

ce
s,

w
it
h

ex
am

pl
e

st
ud

ie
s.

T
ec

h
n
iq

u
e

S
co

p
e

D
at

a
p
ro

te
ct

io
n
/

p
er

so
n
al

p
ri

va
cy

P
ri

n
ci

p
le

d
/

co
m

m
u
n
it

ar
ia

n
S
am

p
le

si
ze

A
d
va

n
ta

g
es

D
is

ad
va

n
ta

g
es

Su
rv

ey
s

W
es

ti
n

Se
gm

en
ta

ti
on

D
at

a
pr

ot
ec

ti
on

P
ri

nc
ip

le
d

10
00

–1
00

00
Si

m
pl

e
St

at
is

ti
ca

lly
si

gn
ifi

ca
nt

P
ro

b
es

op
in

io
ns

O
nl

y
su

p
er

fic
ia

l

G
V

U
G

en
er

al
pr

ef
er

en
ce

s
D

at
a

pr
ot

ec
ti
on

N
eu

tr
al

10
00

0
H

is
to

ri
c

se
qu

en
ce

of
st

ud
ie

s
Sm

it
h

et
al

.
D

at
a

pr
ot

ec
ti
on

in
or

ga
ni

za
-

ti
on

s

D
at

a
pr

ot
ec

ti
on

N
eu

tr
al

<
10

00
V
al

id
at

ed
N

ot
ad

eq
ua

te
fo

r
ne

w
te

ch
no

lo
gi

es

Sc
en

ar
io

-b
as

ed
su

rv
ey

s
Sp

ie
ke

rm
an

n
C

on
tr

ol
in

ub
ic

om
p

D
at

a
pr

ot
ec

ti
on

C
om

m
un

it
ar

ia
n

12
8

V
al

id
at

ed
R

ea
lis

m
C

on
tr

ol

B
ia

s
P

ro
b
es

op
in

io
ns

on
ly

O
ls

on
et

al
.

T
w

o-
ph

as
ed

(i
de

nt
if
y

it
em

s,
th

en
pr

ob
e

pr
ef

s)

P
er

so
na

l
N

eu
tr

al
30

–8
0

E
ffi

ci
en

t
us

e
of

pa
rt

ic
ip

an
ts

B
ia

s
P

ro
b
es

op
in

io
ns

on
ly

H
aw

ke
y

an
d

In
kp

en
In

ci
de

nt
al

pr
iv

ac
y

P
er

so
na

l
P

ri
nc

ip
le

d
15

5
B

ia
s

P
ro

b
es

op
in

io
ns

on
ly



22 Understanding, Building and Evaluating Privacy in Interactive Systems

T
ab

le
3.

1
(C

on
ti
nu

ed
).

T
ec

h
n
iq

u
e

S
co

p
e

D
at

a
p
ro

te
ct

io
n
/

p
er

so
n
al

p
ri

va
cy

P
ri

n
ci

p
le

d
/

co
m

m
u
n
it

ar
ia

n
S
am

p
le

si
ze

s
A

d
va

n
ta

g
es

D
is

ad
va

n
ta

g
es

E
SM

/S
im

ul
at

io
ns

C
on

so
lv

o
et

al
.

L
oc

at
io

n
pr

iv
ac

y
P
er

so
na

l
P

ri
nc

ip
le

d
16

R
ea

lis
m

Im
m

ed
ia

cy
Im

pl
au

si
bi

lit
y

C
os

t
In

tr
us

iv
en

es
s

A
m

m
en

w
er

th
et

al
.

M
ob

ile co
m

pu
ti
ng

P
er

so
na

l
N

eu
tr

al
31

E
xp

er
t

fe
ed

ba
ck

R
ea

lis
m

im
m

ed
ia

cy

E
xt

en
si

ve
tr

ai
ni

ng
re

qu
ir

es
ex

p
er

ts
C

os
t

In
tr

us
iv

en
es

s
Ia

ch
el

lo
et

al
.

M
ob

ile co
m

pu
ti
ng

P
er

so
na

l
C

om
m

un
it
ar

ia
n

41
R

ea
lis

m
Im

m
ed

ia
cy

C
os

t
In

tr
us

iv
en

es
s

F
oc

us
gr

ou
ps

K
aa

si
ne

n
R

el
at

io
n

of
us

er
w

it
h

T
el

ec
om

s

D
at

a
pr

ot
ec

ti
on

N
eu

tr
al

13
gr

ou
ps

,
3–

7
p
eo

pl
e

ea
ch

R
ic

h
da

ta
E

ffi
ci

en
t

R
eq

ui
re

s
ex

p
er

ts
C

ro
ss

ta
lk

H
ay

es
Sc

ho
ol

-b
as

ed
su

rv
ei

lla
nc

e
P
er

so
na

l
N

eu
tr

al
4

gr
ou

ps
,
4–

5
p
eo

pl
e

ea
ch

R
ic

h
da

ta
E

ffi
ci

en
t

R
eq

ui
re

s
ex

p
er

ts
C

ro
ss

ta
lk

In
te

rv
ie

w
s

M
ar

ch
et

al
.

M
ob

ile
ph

on
es

P
er

so
na

l
N

eu
tr

al
10

–2
0

R
ic

h
da

ta
pr

ob
es

se
ns

it
iv

e
to

pi
cs

C
os

t

M
el

en
ho

rs
t

U
bi

qu
it
ou

s
co

m
pu

ti
ng

P
er

so
na

l
N

eu
tr

al
44

R
ic

h
an

al
ys

is
R

eq
ui

re
s

de
m

on
-

st
ra

ti
on

co
st



3.1 Understanding Users’ Privacy Preferences 23

T
ab

le
3.

1
(C

on
ti
nu

ed
).

T
ec

h
n
iq

u
e

S
co

p
e

D
at

a
p
ro

te
ct

io
n
/

p
er

so
n
al

p
ri

va
cy

P
ri

n
ci

p
le

d
/

co
m

m
u
n
it

ar
ia

n
S
am

p
le

si
ze

s
A

d
va

n
ta

g
es

D
is

ad
va

n
ta

g
es

E
xp

er
im

en
ts

K
in

db
er

g
M

ob
ile

pa
ym

en
t

sy
st

em
s

tr
us

t

P
er

so
na

l
N

eu
tr

al
24

Sc
ie

nt
ifi

ca
lly

So
un

d
C

on
tr

ol

C
os

t
D

iffi
cu

lt
to

re
pr

od
uc

e
re

al
is

ti
c

si
tu

at
io

ns
Je

ns
en

e-
co

m
m

er
ce

D
at

a
pr

ot
ec

ti
on

N
eu

tr
al

17
5

St
at

is
ti
ca

l
si

gn
ifi

ca
nc

e
C

on
tr

ol

C
os

t
D

iffi
cu

lt
to

re
pr

od
uc

e
re

al
is

ti
c

si
tu

at
io

ns
C

as
e

st
ud

ie
s

A
nt

on
A

ir
lin

es
an

d
go

ve
rn

m
en

t
D

at
a

pr
ot

ec
ti
on

P
ri

nc
ip

le
d

2
R

ef
er

en
ce

to
re

al
sy

st
em

s
In

si
de

r
ac

ce
ss

or
ex

te
ns

iv
e

pu
bl

ic
lit

er
at

ur
e

se
ar

ch
A

ne
cd

ot
al

E
ss

lin
ge

r
P

K
I

in
ba

nk
s

P
er

so
na

l
N

eu
tr

al
1

R
ef

er
en

ce
to

re
al

sy
st

em
s

In
si

de
r

ac
ce

ss
or

ex
te

ns
iv

e
pu

bl
ic

lit
er

at
ur

e
se

ar
ch

A
ne

cd
ot

al

P
ar

ti
ci

pa
to

ry
de

si
gn

(M
ul

le
r

et
al

.)

P
ro

je
ct

m
an

ag
em

en
t

gr
ou

pw
ar

e
sy

st
em

P
er

so
na

l
P
ri

nc
ip

le
d

1
B
uy

-i
n

of
us

er
s

R
ic

h
an

al
ys

is
C

os
tl
y

em
be

dd
ed

in
de

ve
lo

pm
en

t



24 Understanding, Building and Evaluating Privacy in Interactive Systems

information on the attitudes and trends shaping American public
opinion [232].

One of the most cited series of surveys was conducted by Privacy &
American Business [238], a research consultancy founded by Alan Westin
(who also worked on the initial version of the FIPS). Westin’s surveys
have been used to segment people into three categories based on their
privacy preferences toward commercial entities [304]. Fundamentalists
are those individuals who are most concerned about privacy, believe
that personal information is not handled securely and responsibly by
commercial organizations, and consider existing legislative protection
to be insufficient. Unconcerned individuals are not worried about the
handlingof theirpersonaldataandbelieve that sufficient safeguardsare in
place. Pragmatists, which are the majority of the sampled population, lie
somewhere in themiddle.Theyacknowledge risks topersonal information
but believe that sufficient safeguards are in place.

Temporal trends over the past ten years show that the distribu-
tions in the three categories vary over time [301], and in general, the
percentages hover around 15%–25% fundamentalists, 15%–25% uncon-
cerned, and 40%–60% pragmatists. Similar figures are reported by the
Eurobarometer survey in the EU [98]. This distribution has also been
observed in a scenario-based survey by Ackerman et al. [3] and in a
controlled experiment [165].

This kind of segmentation allows service providers to devise ser-
vice improvements or marketing strategies. For example, both Acker-
man et al. and Jensen et al. have attempted to characterize individual
behavior on retail web sites based on Westin’s privacy classifications.
Specifically, Jensen et al. found that while the purchasing decisions of
those classified as pragmatists and unconcerned were affected by the
presence of trust marks and privacy policies on web sites, fundamen-
talists’ decisions were not [165].

Culnan and Armstrong’s scenario-based survey also examined the
propensity of people to disclose personal information in ecommerce set-
tings [71]. The repeated-measures survey was administered by phone
to 1000 individuals using two scenarios that involved the collection of
personal information. In the first scenario, the researchers did not indi-
cate that fair information practices would be employed, while in the
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second, they specified that the data collector would apply control and
notification measures. In the first condition, people with a high degree
of concern for privacy would disclose information less often than the
others, while in the second condition, there was no difference. Interest-
ingly, these results on the effect of privacy assurances differ from Jensen
et al.’s conclusions.

While the privacy segmentation model is stable and identifies sim-
ilar trends in different countries, it is much harder to associate a par-
ticular demographic to privacy preferences. Westin only found weak
correlations between gender and concern [305]. Ackerman did not find
any correlation [3]. The Eurobarometer survey showed that differences
in privacy perceptions are attributable to different national contexts
rather than demographics, presumably influenced by local legislative
situation and media coverage [98].

Westin’s survey has been employed to classify participants of exper-
imental studies, to support the interpretation of results. However, the
segmentation should be interpreted carefully, for two reasons. First, the
Westin classification only probes opinions on the use of personal infor-
mation by commercial entities, and can thus be described as examin-
ing people’s attitudes toward data protection. It would be misleading to
infer that views on data protection correspond to views on personal pri-
vacy with family, friends, and co-workers. In fact, Consolvo et al. found
that there was no strong correlation in how participants responded to
Westin’s survey and how willing they were to disclose their current
location to others with a “person finder” device [59].

Second, Kumaraguru and Cranor point out that the questions in
the Westin surveys have changed over the years, based on the goals of
the commercial entities commissioning the studies [184]. Thus, it is not
immediately clear how well the results of past surveys can be combined
with more recent surveys to establish trends.

Smith et al. developed a privacy attitudes questionnaire that is more
elaborate than the Westin segmentation survey [263]. Like Westin’s,
Smith et al.’s questionnaire assesses concerns about privacy in data
protection settings, and its validation procedure has been accurately
documented. Based on an analysis of the responses of a large sam-
ple set, Smith et al. identified four subscales that constitute overall
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privacy concerns:

— concerns about collection of personal information,
— processing errors,
— further use of personal data (control), and
— improper access to the information.

The advantage of this questionnaire is that it decomposes privacy
concerns in meaningful subscales (thus, providing more information
than Westin’s survey). However, this tool does not take into account
new technologies such as the Internet and ubiquitous computing, nor
does it consider issues of personal privacy. Smith et al.’s survey would
thus require additions to be useful in these new research areas.

3.1.2 Privacy on the World Wide Web, Privacy
and E-commerce

In the mid 1990’s, privacy and security concerns were considered to be
significant limiting factors to the development of e-commerce over the
World Wide Web. For this reason, several surveys were conducted to
assess privacy preferences of web users.

One such survey was Georgia Tech’s World Wide Web User Survey,
which was executed ten times between 1994 and 1998 [134]. The Fifth
GVU survey (April 1996) asked three general questions about privacy
notices and information. Over the following years, the range of ques-
tions about privacy and security grew, with the last survey containing
37 detailed questions on topics ranging from reporting security breaches
to clearinghouse organizations, to children’s online privacy. Results of
the Tenth GVU survey (October 1998) show that the majority of sur-
veyed internet users were very concerned about privacy and security
in e-commerce, and that most favored the availability of FIPS-inspired
data protection mechanisms such as collection notification and disclo-
sure control. Participants in the GVU surveys were also grouped in
three geographic regions (USA, Europe, and the rest of the world), but
responses were similar across geographical areas.

The 1999 IBM Multi-National Consumer Privacy Study also probed
consumers’ perceptions across three large industrialized economies: the
United States, the United Kingdom, and Germany [138]. IBM’s survey
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is interesting because in a joint project, the manufacturer also surveyed
executives in “high privacy risk” industries, including the health care,
financial services, insurance, and retail industries. This survey showed
that executives generally underestimated consumers’ privacy concerns.
The survey also indicated that more tech-savvy and educated respon-
dents were more aware and more concerned about potential privacy
violations online. Finally, respondents indicated the desire for notifica-
tion mechanisms and an overall concern for privacy.

Subsequent research has however shown that privacy notices only
partially assuage user concerns; well-known and reputable brands
remain the most effective communication tools for this purpose. In
2003, Baumer et al. surveyed 415 individuals via email, probing their
likelihood of disclosing information on e-commerce web sites as a func-
tion of the availability of privacy seals, privacy notices, and of the demo-
graphics of the respondents [31]. They found that respondents were
more willing to reveal personal information in several categories to well-
known web sites as compared to less well-known web sites. The presence
of privacy policies and privacy seals only provided a marginal benefit,
possibly due to skepticism regarding compliance. Baumer et al. argue
that it is important to situate privacy questions with sufficient context
to elicit reasonably accurate answers. Baumer et al.’s survey included a
scenario before the actual questions to help situate the responses rather
than leaving the decision context to the imagination of the user.

Since the late 1990’s, many of the best practices indicated by these
surveys have been widely adopted by e-commerce operators. However,
IT manufacturers, such as IBM and Microsoft, still claim that privacy
concerns are limiting the growth of online business, especially after
several high-profile scandals [155, 205]. These manufacturers advocate
stronger and uniform privacy protection legislation in countries that
lack it, such as the United States.

3.1.3 Instant Messaging, Environmental Privacy,
and Personal Availability

One aspect of online personal privacy relates to one’s availabil-
ity to communicate with others. New communication media alter
the way individuals offer themselves to communication, based
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on the affordances of the medium. Two such media that have
enjoyed widespread adoption in recent years are SMS and Instant
Messaging (IM).

Patil and Kobsa interviewed seven participants on the privacy issues
involved in IM [228]. Häkkilä and Chatfield surveyed people in two
different locales (Finland and Australia) about SMS messaging prac-
tices and privacy expectations of the medium [135]. In both studies,
the interviewees were very familiar with the domain being probed and
were able to reflect on their behaviors and expectations, thus making
them “expert informants.” Results showed that the mobile device was
perceived as a “private object” and that a strong etiquette protecting
the confidentiality of voice and especially text communication existed
within the social group (e.g., interviewees would not pick up others’
phone calls, and expected the recipient of their text messages to pre-
serve confidentiality). Häkkilä and Chatfield note that the selection of
communication medium (SMS over voice) was influenced by confiden-
tiality considerations. For example, SMS was considered more discreet
than voice.

Grinter and Palen also studied teens’ use of IM and SMS [127]. Like
Häkkilä and Chatfield, Grinter and Palen found that the selection of
the communication medium was based on privacy considerations (e.g.,
leaving no written trace) as well as convenience and availability. Specif-
ically, Grinter and Palen showed how interviewees used the different
features of IM to control access to themselves. At the same time, IM
allowed users to keep a connection with their social group and to carve
a private space in the household where they were unlikely to be over-
heard [158]. Grinter and Palen asked questions about privacy as part
of a broad interview about usage patterns and social context, which
we believe is conductive to balanced and realistic results. Grinter and
Palen noticed that different members of an outwardly “homogeneous”
demographic — teens — report very different behaviors in terms of
privacy, which warns against standard “common sense” assumptions
about privacy expectations and preferences. A similar observation was
made by Iachello et al. [153] in relation to inter-family use of mobile
person finders.
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Privacy also emerged as a fundamental component in two ethno-
graphic studies of teens’ use of SMS, by Ito and Ling, respectively,
[158, 197]. While these studies were not specifically designed to probe
privacy, they exposed the relationship between privacy, group commu-
nication, accessibility, and familial power structures. Similar to Grinter
and Palen, both Ito and Ling reported that the unobtrusive qualities
of text messaging allowed teenagers to be connected with their social
milieu even in situations where an open phone conversation would be
inappropriate, such as a family dinner. They also discovered that envi-
ronmental privacy (e.g., not interrupting or disturbing the physical
environment) is an important aspect of communications for these teens.

The issues of environmental privacy and availability to commu-
nication can be extended to the sharing of other types of personal
information with immediate relations. For example, Olson et al. probed
information sharing practices in interpersonal settings [224]. They
surveyed the propensity to share information such as availability
to communication, contact information, and personal communication
preferences with other people. Olson et al. identified clusters, based
on the type of information respondents would share and the recipient
of the information (i.e., family and friends, close colleagues, remote
colleagues, and others).

Expectedly, Olson et al.’s study showed that individuals would
share more sensitive information with closer acquaintances. It should
be noted that Olson et al.’s study design was hypothetical. In a study
using Experience Sampling, Consolvo et al. showed that disclosure of
location information is heavily influenced by additional factors, includ-
ing the purpose of the disclosure [59]. These differences suggest that
personal privacy dynamics should be investigated with studies that
closely simulate the experience of the users, rather than on a hypothet-
ical basis.

3.1.4 Incidental Information Privacy

A common problem encountered when several individuals are viewing
the same computer screen is that potentially private information, such
as bookmarks or financial information, may be accidentally disclosed.
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These accidental disclosures can happen, for example, when projecting
onto a shared display or when a bystander happens to see someone
else’s screen (i.e., “shoulder surfing”).

In a scenario-based survey, Hawkey and Inkpen confirmed that inci-
dental eavesdropping is a concern for a majority of the surveyed partic-
ipants [139]. Incidental eavesdropping relates to information that can
be glanced from casually viewing the screen of a user or overhearing
a conversation. Hawkey and Inkpen also investigated what kinds of
information individuals may be comfortable having others see, specifi-
cally focusing on web browsers, past search engine queries, and browser
bookmarks. They showed that the comfort level of the user in display-
ing personal information in the presence of onlookers is impacted not
just by the sensitivity of the information being displayed, and by the
identity of the viewer (e.g., spouse, friend/relative, work colleague), but
also by the amount of control on the input devices (mouse, keyboard)
that the onlooker has.

Managing incidental information disclosures is an example of the
interpersonal boundary definition process described by Palen and Dour-
ish [227]. Drawing from this approach, Grinter et al. [82] analyzed
everyday security and privacy practices in an organizational setting,
examining the problem of incidental privacy with respect to its physical
and informational aspects. Through interviews, Grinter et al. observed
that their interviewees employed subtle practices to achieve privacy and
security goals, such as positioning a computer screen such that visitors
in an office could not see it, or stacking papers according to a secret
rationale.

The increasing use of IT in mobile and casual situations suggests
that the potential for incidental information privacy breaches is likely
to become more relevant in the future. It is likely that an increasing
amount of research in HCI will focus on privacy with respect to inci-
dental information, shared displays, and related topics.

3.1.5 Media Spaces

We next examine privacy preferences in the context of media spaces,
which are physical spaces enhanced with multimedia communication or
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recording technologies such as videoconferencing and always-on mul-
timedia links between remote locations. Privacy concerns were recog-
nized early on in this domain. For example, Root discusses the design of
Cruiser, a multimedia communication tool developed at Bell Research
in the late 1980’s [246]. Through observational research in office envi-
ronments, Root noted that the activity of observing other people is
typically symmetric, meaning that it is not possible to observe others
without being seen. This principle was applied to the design of the
Cruiser system. In addition, a busy feature was added to the design,
allowing users to block communication at will [104].

Jancke et al. also studied the social effects of a multimedia com-
munication system linking public spaces together [161]. In their work,
Jancke et al. noted that symmetry and the ability to opt out were
important design components of a privacy-respecting system.

Subsequent research, however, has showed that other concerns and
design features are needed for successful implementations of media
spaces. In a preliminary study of the organizational impact of a multi-
media recording technology in special education classrooms, Hayes and
Abowd led focus groups with professionals who would experience both
the benefits and the potential downsides of the technology. Hayes and
Abowd discovered that in addition to control, purposefulness was a fun-
damental aspect of the privacy balance of their design [140]. That is,
users accepted potential privacy risks if they perceived the application
to provide value either to them or to some other stakeholder.

We believe that during the development of novel technologies, such
as media spaces, sensing systems, or location technologies, it is impor-
tant to emphasize the value proposition of the technology. Users can
thus express their privacy concerns and preferences with reference to
the actual needs that are satisfied by the technology.

3.1.6 Ubiquitous Computing, Sensors, and RFID

One way of conveying the value proposition of a technology is to show
a working example to the intended users. This may be problematic for
technologies that are still at the conceptual stage, as is the case with
many ubiquitous computing applications. Spiekermann proposed and
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partially validated a survey to probe privacy attitudes toward ubiqui-
tous computing technologies [266]. She presented a short video demon-
strating an application of RFID technology to participants, who then
responded to a privacy survey. The video scenario provided people with
an experience of how the application would work without actually hav-
ing to build it.

Spiekermann’s survey included questions on control, choice, and
ease-of-use. Analysis identified three main concerns from respondents,
namely concerns about further use of collected data, perceived helpless-
ness, and ease-of-use of the technology. In particular, participants were
concerned over a loss of control over the technology and uncertainties
regarding the technology’s utility and effective operation.

More realistic demonstrations may help users imagine the every-
day operation of a new technology. Melenhorst et al. combined live
demonstrations of sensing technologies with interviews probing the
perceived usefulness and privacy concerns of the intended users [204].
Elderly interviewees were shown several home-based ubiquitous com-
puting applications, for example, an activity monitor that distant rel-
atives could use to track the elderly person’s activity throughout the
day. Interviewees were then asked questions about privacy perceptions
and opinions. The results suggested that participants were likely to
accept potentially invasive technology given an adequate level of trust
in the people managing the technology and safety benefits.

According to Spiekerman et al., a fundamental difficulty in probing
privacy though scenarios lies in avoiding bias in participants’ response
[268], particularly for applications that do not yet exist.

3.1.7 Mobile and Location-Enhanced Technologies

We finally explore the problem of understanding user preferences in
the domain of mobile and location enhanced applications. In particular,
location-enhanced applications have been widely discussed in the media
and have been the topic of much research in the fields of security,
privacy, systems, and computer networking.

Kindberg et al. conducted evaluations to assess people’s perceptions
of trust, privacy, and security with respect to electronic payments using
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wireless point-of-sale terminals in a simulated restaurant setting [174].
Their experiment included demonstrations of different payment meth-
ods followed by interviews, sorting exercises, and questionnaires devised
to elicit privacy and security perceptions and preferences. Their results
show that in the user’s view, privacy is mixed with concerns about con-
venience and social appropriateness [81]. Kindberg et al.’s analysis is
interesting because they positioned each participant within a “privacy
perception space” defined by the following three dimensions: privacy
concerns, desire for convenience, and desire to be socially appropriate.

Location technologies have been a hot topic because of the numerous
privacy implications and economic interests involved. In many cases,
researchers have employed scenario-based questionnaires or experience
sampling to probe location disclosure preferences.

One study, conducted by Lederer et al., found that people were more
likely to make a decision about a location disclosure based on who was
asking rather than where the person currently was [194]. Barkhuus and
Dey employed a diary to perform an interval-contingent study about
the location disclosure preferences in location-based applications [30].
This study was based in part on the Active Campus technology devel-
oped at UCSD, which includes a location-aware mobile terminal usable
within the university campus. In Barkhuus and Dey’s study, partici-
pants were asked to fill out, every evening, a diary entry detailing the
perceived usefulness and perceived invasiveness of one of two kinds of
location-based applications, with reference to the participant’s activi-
ties during that day. Results showed that an application that tracked
the location of the user to send “recommendations” or inform friends
was perceived as more invasive than an application that only reacted
to the location of the user to set interface operating parameters, such
as ringtone volume.

In general, however, users entrust the mobile service provider to
provide adequate privacy protection for location information. Kaasi-
nen [170] conducted user focus groups, interviews, and demonstrations
of location-based services to probe their usability and privacy con-
cerns. Kaasinen’s results show that privacy concerns are often cleared
by the trusted relationship between customer and mobile operator, as
well as by the oversight of regulatory agencies. These findings suggest



34 Understanding, Building and Evaluating Privacy in Interactive Systems

that sophisticated technologies devised for protecting location privacy
may be unnecessary in the views of most users. It should be noted,
though, that Kaasinen’s participants were all Finnish, and there may
be cultural differences in trying to generalize these findings (for exam-
ple, to cultures that do not have as much trust in governments and
corporations).

Until recently, many researchers had assumed that a fundamen-
tal parameter in the disclosure of location information is the degree
of precision of the disclosure (i.e., whether the device discloses com-
plete geographical coordinates or only an approximation, such as the
city name). Consolvo et al.’s experience sampling study of a location-
enhanced person finder found however, that in most cases, participants
did not “blur” their location to avoid telling others where they were
[59]. Instead, participants would either not respond at all, or provide
the other person with the location information that they thought would
be most meaningful to the recipient.

The findings of Kaasinen and Consolvo et al. diverge from common
wisdom in the privacy community. We believe that these studies are
compelling examples of why HCI research is important for furthering
understanding of end-user privacy concerns.

3.2 Methodological Issues

In this section, we sketch out some of the methodological issues that
arise when studying privacy preferences and concerns.

3.2.1 The Use of Surveys in Privacy Research

Surveys are typically used to probe general opinions about well-known
applications (e.g., e-commerce), issues (e.g., identity theft), and con-
cerns (e.g., loss of control). Surveys can be used to efficiently probe the
preferences and opinions of large numbers of people, and can provide
statistically significant and credible results. However, surveying pri-
vacy concerns presents the problem of conveying sufficient and unbiased
information to non-expert users so that they can express reasonable and
informed preferences. Risk analysis is hard even for experts, let alone
individuals unfamiliar with a given domain or application. To address
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this problem, scenarios have been used to convey contextual informa-
tion, and can greatly increase the effectiveness and credibility of survey
responses, but at the risk of introducing significant bias.

A second limitation of privacy surveys, even those employing sce-
narios, is that they only collect participants’ attitudes, which may be
quite different from actual behavior and thus not as useful for fur-
thering understanding and aiding system design. To increase realism,
Experience Sampling Method (ESM) studies can be used to probe indi-
viduals’ feelings, preferences and opinions in a specific setting [307].
Experience Sampling techniques are defined as interval-, signal- and
event-contingent, depending on what initiates the self-report proce-
dure (respectively, the elapsing of a predefined time interval, a sig-
nal provided by the researchers, or a specific event involving the
participant).

Diaries are often used in conjunction with ESM for studying mobile
technologies. For example, Barkhuus and Dey employed a diary to
perform an interval-contingent study regarding the location disclosure
preferences of possible location-based applications [30]. Colbert notes
that in diary studies, “the participant is asked a hypothetical question
about how they would react were their position information obtained,
albeit contextualized in an actual rendezvous” [57]. However, with-
out a working reference technology, recall errors and the hypothetical
nature of questions may bias the results. For example, usefulness may
be underrated.

Consolvo et al. increased the realism of their ESM study using Palm
PDAs that simulated location requests from their friends, family and
colleagues at random times [59]. The participants were asked to respond
to the request assuming that it had been actually made by the spe-
cific individual. However, Consolvo et al. noted that the random simu-
lated requests were often implausible from a social standpoint. To add
even more context, Iachello et al. combined event-contingent ESM with
experience prototyping [50], calling this technique “paratyping” [154].
A technique similar to paratyping was developed by Roßnagel et al. in
the context of IT end-user security evaluation [247].

In related work, Ammenwerth et al. point out that there are inher-
ent tensions in the formative evaluation of IT security mechanisms [18].
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When testing IT end-user security, users’ reactions and performance
must be evaluated on technology that does not exist, and yet the user
must be familiar with the technology. Further, tests should include
breakdowns that would be unacceptable if they happened in reality.
Ammenwerth et al. describe how they used a simulation study to con-
duct this kind of evaluation. In simulation studies, a working prototype
is tested by “real users (performing) realistic tasks in a real social con-
text (and subject to) real attacks and breakdowns” [18]. Simulation
studies are more complicated and expensive than Iachello’s paratypes,
because they require careful selection of “expert participants,” exten-
sive briefing to familiarize them with the technology, and complex data
collection procedures. For this reason, they are best used at later stages
of design.

3.2.2 Directly Asking About Privacy vs. Observation

An important issue that needs to be considered in all techniques for
understanding and evaluating privacy is that there is often a differ-
ence between what people say they want and what they actually do in
practice. For example, in the first part of a controlled experiment by
Berendt et al. [39], participants indicated their privacy preferences on a
questionnaire. Later, the same participants went through a web-based
shopping tour and were much more likely to disclose personal infor-
mation than previously stated. Their explanation is that participants
were enticed in disclosing information in view of potential benefits they
would receive.

Focus groups can be used to gather privacy preferences [140, 170].
The advantages and drawbacks of focus groups are well known in
the HCI and Software Engineering community and are similar in
this context [181]. We have found that focus groups on privacy have
unique drawbacks, including susceptibility to cross-talk between infor-
mants and the fact that conventions of social appropriateness may bias
responses to questions that an informant may consider sensitive or
inappropriate. For example, when investigating personal privacy issues
between different generations of a family, a focus group with both par-
ents and children will provide poor data.
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Individual interviews, especially taking appropriate precautions to
strengthen informants’ trust of the researcher, will result in better infor-
mation [202]. Still, interviews have other weaknesses. First, the infor-
mation that can be gained from an interview is limited by people’s
familiarity with a given system. Second, interviews do not scale well.
Third, interviews tend to gather what people say, but not always what
they do. Fourth, interviews can be subject to interviewer bias, for exam-
ple if there is a large difference in age or socio-economic status between
interviewee and interviewer.

3.2.3 Controlled Experiments and Case Studies

Controlled experiments can be very useful for understanding privacy
behavior and trust determinants. However, it can be difficult to design
experiments that are both plausible and elicit realistic responses from
credible privacy threats or concerns. One precaution taken by Kindberg
et al. was to avoid explicitly mentioning privacy and security to the
participants at the outset of the study [174]. The rationale was to avoid
leading participants into specific privacy concerns, and rather probe
the “natural” concerns of the users. We are not aware of any research
proving that participants of studies on privacy should not be explicitly
“led into” privacy or security. However, we believe that this is good
precautionary practice, and that the topic of privacy can always be
brought up after the experiment.

While conducting user studies, it is important to ensure that the
tasks used are as realistic as possible, to give greater confidence of the
validity of the results. In particular, participants need to be properly
motivated to protect their personal information. Participants should
also be put in settings that match expected usage. In their evaluation
of PGP, Whitten and Tygar asked people to role-play, acting out in a
situation that would require secure email [308]. While it is clear that
PGP had serious usability defects, it is also possible that participants
could have been more motivated if they had a more personal stake in
the matter, or could have performed better if they had been placed in
an environment with multiple active users of PGP.
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As another example, in Egelman et al.’s evaluation of Privacy
Finder, the authors discovered that individuals were willing to spend a
little more money for privacy, by having participants purchase poten-
tially embarrassing items [87, 118]. To make the purchase as realistic
as possible, they had participants use their own credit cards (though
participants also had the option of shipping the purchased items to
the people running the study). This tradeoff in running realistic yet
ethical user studies of privacy and security is an ongoing topic of
research.

The most realistic observations can be obtained from case studies
[101]. Many case studies focus on a specific market or an organization’s
use or introduction of a specific technology with privacy implications.
For example, case studies have been used to discuss widespread privacy
policy violations by US airlines [20], the introduction of PKI-based
systems in banks [92], and the introduction of electronic patient records
in healthcare IT systems [29].

Finally, some researchers have advocated using ethnographic
methods, including contextual inquiry [145], to address the weaknesses of
interviews. The basic idea is to observe actual users in situ, to understand
their current practices and to experience their social and organizational
context firsthand. Ethnographic methods have been successfully used to
study privacy in the context of everyday life [82, 158, 197]. However,
committing to this methodological approach requires the researcher
to take an exploratory stance which may be incompatible with the
tight process requirements of typical IT development. Nevertheless, we
believe that this type of exploratory research is important because many
privacy issues are still not well understood, and many of our analytical
tools still depend on inaccurate and unverified models of individuals’
behavior. We return on this point in the conclusion.

3.2.4 Participatory Design and Privacy

Privacy issues can take on a very different meaning within a workplace,
where issues of trust, authority, and competition may arise in a way
quite different than with family and friends. Participatory design has
been used as a way of understanding user needs in such environments,
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helping to address privacy concerns up front and increasing overall user
acceptance of systems.

For example, Muller et al. investigated privacy and interpersonal
competition issues in a collaborative project management system using
participatory design [211]. They discovered that specific system fea-
tures could have contradictory effects on privacy. For example, an alert
feature could increase the vulnerability of users by letting colleagues
set alerts based on one’s progress, while simultaneously protecting one
from potential embarrassment by letting individuals add alerts based
on other people’s alerts (e.g., “remind me about this project five days
before the earliest alert set on it by anyone else.”). This observation
is consistent with current sociological thinking, as mentioned earlier in
Section 2.3.1 [23, 117].

Participatory design can help uncover and analyze privacy tensions
which might go unnoticed at first glance, because representatives of the
end-users are involved throughout the design process and can influence
technical choices with their values and needs. Clearly, participatory
design also carries ethical and political assumptions that may not be
appropriate or applicable in all design contexts [269]. Perhaps due to
this reason, we did not find many accounts of the use of participatory
design for privacy-affecting applications. Consequently, practitioners
should evaluate whether this approach can be carried out or not in
their specific context.

3.2.5 Ethics and Privacy

Finally, we discuss ethical issues arising during the design and devel-
opment of IT that may impact the privacy of stakeholders, including
research participants and users of future technologies. Specifically, we
focus on the problems inherent in the representation of user’s opinions,
on informed consent of research subjects, and on the issue of deception
of subjects.

Many organizations conducting R&D on IT have developed guide-
lines and procedures to preserve the privacy of research participants and
users of prototypes. These guidelines respond to legislation or organiza-
tional policy and originate from a long-standing discussion on research
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ethics. For example, the US Federal Government has issued regula-
tions requiring the protection of research participants’ privacy, includ-
ing the confidentiality of collected data, informed consent procedures,
and confidentiality of attribution [76]. These requirements are verified
and enforced by so-called “Institutional Review Boards” (IRB), present
in most US research organizations.

Mackay discussed the ethical issues related to the use of videotaping
techniques for usability studies and prototype evaluation [198]. Draw-
ing on other fields such as medicine and psychology, Mackay suggests
specific guidelines for how videos should be captured and used. With
respect to research participants’ privacy, these guidelines cover issues
such as informed consent, purposefulness, confidentiality, further use
of the video, misrepresentation, and fairness. Many of MacKay’s sug-
gestions overlap with IRB requirements and constitute a commonly-
accepted baseline practice for the protection of participants’ privacy.

In the past few years, however, researchers have voiced concerns
from the application of IRB requirements to social, behavioral, and
economic research [56]. In the HCI community, researchers face similar
challenges. For example, in a study investigating privacy preferences of
a ubicomp application, Iachello et al. encountered problems related to
consent requirements set by the IRB. In that case, it was essential that
the survey procedure be as minimally invasive as possible. However,
the information notice required by the IRB disrupted the experience
even further than the disruption caused by filling out the survey [154].
Iachello et al. noted that more concise consent notices would be help-
ful, though changing standard wording requires extensive collaboration
with IRB officials.

Further ethical issues are raised by Hudson et al. [147], who report
on a study of privacy in web-based chat rooms. Hudson and Bruckman
note that obtaining informed consent from research participants may
skew the observations by destroying the very expectations of privacy
that are the object of study.

Another ethical issue relates to studies involving participant decep-
tion. One remarkable study was conducted by Jagatic et al. at Indi-
ana University to study the behavior of victims of “phishing” schemes.
In this IRB-approved study, the researchers harvested freely available
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data of users of a departmental email system by crawling social net-
work web sites; this allowed the researchers to construct a network
of acquaintances for each user. They then sent to these users emails,
apparently originating from friends and acquaintances, and asking to
input departmental authentication data on a specially set-up web page
[160] — a sophisticated phishing scheme. Their results showed remark-
able rates of successful deception. Participants were informed of the
deception immediately after the study ended and were given the option
to withdraw from the study per IRB requirements; a small percentage
of participants did withdraw. However, some participants complained
vehemently to the researchers because they felt an invasion of privacy
and believed that their email accounts had been “hacked.”

3.2.6 Conclusions on Methodology

In summary, methodological issues in HCI research relate to privacy in
multiple ways. One salient question is whether surveys, focus groups,
and interviews should be structured to present both benefits and losses
to participants. Clearly, a balanced presentation could elicit very dif-
ferent responses than a partial description. A second ethical question
relates to whether uninformed attitudes and preferences should drive
design, or whether researchers should only consider actual behavior.
These questions are but instances of similar issues identified in user-
centered design over the past two decades, but are raised time and
again in the context of privacy [70, 267].

Stated preferences vs. actual behavior is another important method-
ological issue. As Acquisti and Großklags point out, individual decision
making is not always rational, full information is seldom available, and
the topic is often too complex for the typical user to understand [8].
For these reasons, basing system design on the result of surveys may
be potentially misleading. Because of the difficulty of probing behav-
ior, techniques that only probe attitudes toward privacy should be used
with great care and the results should be interpreted accordingly.

Third, privacy can be a difficult topic to investigate from a procedu-
ral standpoint. Iachello et al.’s and Hudson and Bruckman’s experience
shows that IRB informed consent requirements may impede achiev-
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ing the immediacy required for authentic collection of privacy pref-
erences. Second, participant privacy may be violated when following
certain protocol designs, even when these protocols are approved by
the IRB. We believe that an open discussion on an IRB’s role in
HCI research on privacy should help evolve current guidelines, often
developed for medical-type research, to the dynamic and short-term
participant-based research in our field.

3.3 Prototyping, Building, and Deploying
Privacy-Sensitive Applications

In this section, we focus on privacy with respect to prototyping, build-
ing, and deploying applications. We consider both research on methods
(i.e., what processes to use to uncover privacy issues during design) and
practical solutions (i.e., what design solutions help protect privacy).
Cranor, Hong, and Reiter have sketched out three general approaches
to improve user interfaces for usable privacy and security [68]:

— Make it invisible.
— Make it understandable, through better awareness, usability,

and metaphors.
— Train users.

These three themes come up repeatedly in the subsections below.
It is also worth pointing out user interface advice from Chris Nodder,
who was responsible for the user experience for Windows XP Service
Pack 2: “Present choices, not dilemmas.” User interfaces should help
people make good choices rather than making them confused about
what their options are and obfuscating what the implications of those
decisions are.

Work on privacy-enhancing interaction techniques is quite extensive
and we present it here in several subsections. Early Privacy Enhancing
Technologies (PETs) were developed with the intent of “empowering
users,” giving them the ability to determine their own preferences [310].
More recent work has taken a holistic and more nuanced approach
encompassing architectural and cognitive constraints as well as the user
interface. For example, work on identity management and plausible
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deniability demands that the whole system architecture and user inter-
face be designed with those end-user concerns in mind [231]. Finally,
the reader will note that the literature relating to interaction techniques
for privacy is intertwined with that of usable security. This is because
security mechanisms are the basic tools of privacy protection. We limit
our discussion to interaction techniques specifically targeted at privacy,
ignoring other work on topics such as biometrics and authentication if
it is not directly connected with privacy.

Finally, we note that there is still a strong need for better tools
and techniques for designing, implementing, and deploying privacy-
sensitive systems. We discuss these issues as key research challenges
in Sections 4.2.2–4.2.5.

3.3.1 Privacy Policies for Products

Publishing a privacy policy is one of the simplest ways of improving
the privacy properties of an IT product, such as a web site. Privacy
policies provide information to end-users to express informed consent
and help products comply with the Openness and Transparency prin-
ciples of the FIPS.

Privacy policies are very popular on the World Wide Web, both in
nations that mandate them whenever personal data is collected (e.g.,
the EU) and where they are used because of market pressure (e.g., in
certain industries in the United States). The specific content and for-
mat of privacy policies varies greatly between national contexts, mar-
kets, and industries. Under many legal regimes, the content of privacy
notices is specified by law, and web site publishers have little leeway in
writing them. The objective of these laws is to inform the user of his
rights and to provide notices that enable informed consent. In other
cases, privacy policies are written with the goal of increasing user trust
and have a reassuring, rather than objective, tone. Certification pro-
grams such as TRUSTe and BBBOnline also mandate certain minimal
requirements for privacy policies. These programs also verify that par-
ticipating web sites comply with their stated policy, although such ver-
ification is “shallow” because the certification programs do not assess
the internal processes of the organizations running the web sites.
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3.3.1.1 Helping End-Users Understand Privacy Policies

There have been extensive efforts to make policies more understandable
by consumers, especially for Business-to-Consumer (B2C) e-commerce
web sites. However, the results thus far have not been encouraging.
Controlled experiments by Good et al. on End-User Licensing Agree-
ments [124] and by Jensen et al. on web site privacy policies [165]
strongly suggest that users tend not to read policies. These studies also
indicate that policies are often written in technical and legal language,
are tedious to read, and stand in the way of the primary goal of the
user (i.e., concluding the transaction).

Evidence external to the HCI field confirms this finding. A 2003
report by the EU Commission showed that eight years after the intro-
duction of the EU data protection directive 95/46, the public is still not
knowledgeable of its rights under data protection legislation [58]. This
is remarkable, considering that these rights must be repeated to the
users in a mandatory privacy policy every time personal information
is collected, and that the user must agree with the policy before the
collection can take place.

Indeed, the general consensus in the research community is that
privacy policies are designed more to shield the operators of IT services
from liability than to inform users. Furthermore, Jensen and Potts’s
evaluation of the readability and usability of privacy policies suggests
that current policies are unfit as decision-making tools due to their
location, content, language, and complexity [164]. Users instead tend
to receive information about privacy-related topics such as identity
theft from the media and trusted sources like expert friends.

Multi-level policies have been proposed as one way to increase com-
prehensibility and the percentage of users reading policies. In 2004,
the European Union’s committee of data privacy commissioners, also
known as the Article 29 Working Party, published a plan calling for
EU member states to adopt common rules for privacy policies that
are easy for consumers to understand [96]. This plan also called for
displaying privacy policies in three layers: short, condensed, and com-
plete. The short privacy policy, only a few sentences long, is meant to
be printed on a warranty card or sent via a mobile phone message.
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It might contain a link to the condensed privacy notice. The condensed
privacy policy is a half-page summary of the complete privacy policy.
The condensed privacy policy summarizes the most important points,
whereas the complete privacy policy might span multiple pages is com-
prehensive. Experimental evidence suggests that two-level policies are
somewhat more successful at influencing users’ behavior [123].1

To systematize the wide range of claims contained in privacy poli-
cies, Anton and Earp produced a dictionary of privacy claims contained
in the privacy policies of 25 major US retailers’ web sites [21]. Simi-
lar to Dourish et al. [82], Anton and Earp used Grounded Theory and
goal mining techniques to extract these claims and produced a list of
124 privacy goals. They categorized claims in privacy policies as “pro-
tection goals” (i.e., assertions with the intent of protecting users’ data
privacy) and “vulnerabilities” (i.e., assertions that describe manage-
ment practices that may harm user privacy such as sharing of personal
information). The privacy goals taxonomy reflects the usual categories
of notification, consent, redress, etc., while the vulnerabilities taxonomy
includes such issues as data monitoring, aggregation, storage, transfer,
collection, personalization, and contact.

The emergent picture is that end-user privacy policies are complex
instruments which need careful planning, constant updates, and careful
drafting to ensure that users read them, understand them, and use
them. Obviously, they must reflect to actual organizational practices,
which can be a problem especially in rapidly evolving organizations.

3.3.1.2 Deploying, Managing, and Enforcing
Privacy Policies

The mere presence of a privacy policy does not mean that it will be
enforced. A full treatment of policy enforcement is outside of the scope
of this article, but has wide-reaching implications on information sys-
tems design and management. Furthermore, different kinds of enforce-
ment procedures exist depending on the data protection legislation and

1 Google Desktop’s privacy policy brings this structure to the extreme, and prompts the
user with the following notice upon installation: “Read This Carefully. It’s Not the Usual
Yada-Yada.”
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institutions in place. For example, some companies have a Chief Privacy
Officer, whose responsibilities may range from public relations to actual
involvement in spelling out and enforcing privacy policies. As another
example, in the United States, the Federal Trade Commission has been
tasked with enforcing the Children’s Online Privacy Protection Act
(COPPA), and has actively pursued remedies against businesses that
are in violation.

Although the management of personal information has not tradi-
tionally been the topic of public research, there have recently been
several efforts in this field, specifically in two areas:

— tools for privacy policy creation, enforcement and manage-
ment, and

— certification of information management practices.

The most significant project in the first area is SPARCLE. The
vision of SPARCLE is to provide a bridge between natural language
and automatic enforcement systems, such as Tivoli [24]. SPARCLE
is currently implemented as a web-based tool for translating privacy
policies2 stated in natural language into machine-readable formats akin
P3P [172]. The request for this tool came from professionals of IBM’s
IT services division, suggesting that even expert consultants may find
it difficult to write consistent and complete privacy policies.3 While the
difficulties of professionals drafting privacy policies are not documented
in academic literature, our own experience coupled with press coverage
suggests that the implementation and enforcement of privacy policies
within organizations is a pressing and very challenging issue. See, for
example, the recent leaks of personal information at Cardsystems [100]
and Choicepoint [149, 298].

SPARCLE has recently undergone tests to evaluate what type of
policy statement input modality is most effective, i.e., free-text, where
the user types the policy directly in the system, or guided, through
menu selections. These tests were aimed at an expert user population

2 “Privacy policy” here refers to the policy internal to the organization, which describes
roles, responsibilities and is used for process definition. This is not the policy written for
the data subject and posted on the web site.

3 J. Karat, personal communication, March 2006.
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and measured the time necessary to write a policy and the quality of
the resulting statements sets [172].

The second aspect of privacy management relates to the IT and
human systems that process and secure personal data within organi-
zations. Unfortunately, public information on this topic is scarce. Fur-
thermore, except for checklists such as the Canadian Privacy Impact
Assessment [279], general standards are lacking. For example, Iachello
analyzed IS17799, a popular information security best practice stan-
dard, vis-à-vis data protection legislation. He found that the IS17799
lacks support for several common data protection requirements found
in legislation, such as limitation of use or the development of a privacy
policy. As a result, Iachello proposed augmenting the standard with
additional requirements specifically aimed at privacy [150].

In general, we still see little attention to the problem of managing
personal information at the organizational level. Given the attention
that the HCI and CSCW communities has devoted to issues such as
collaboration and groupware systems, and the progress that has been
made in these fields since the 1980’s, we believe that HCI research
could greatly improve the organizational aspects of personal informa-
tion management. We believe that the challenge in this field lies in
aligning the interests of the research community with the needs of prac-
titioners and corporations. We discuss this point more as an ongoing
research challenge in Section 4.4.

3.3.2 Helping End-Users Specify Their Privacy
Preferences

Many applications let people specify privacy preferences. For example,
most social networking web sites let people specify who can see what
information about them. There are three design parameters for such
applications, namely when users should specify preferences, what the
granularity of control is, and what the defaults should be.

The first question can be reframed by deciding when should
pessimistic, optimistic, and interactive style user interfaces be used
[132, 236]. The goal of a pessimistic style is to prevent security or
privacy breakdowns, e.g., denying access to data. For example, some
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applications ask users to specify privacy preferences immediately after
installation. However, defining configurations and policies upfront,
before starting to use a product, may be difficult for users because
the definition process is taken out of context, when the user does not
have sufficient information to take a reasoned decision.

The goal of the optimistic style is to help end-users detect misuses
and then fix them afterwards. An employee might allow everyone in her
work group to see her location, but may add security and privacy rules
if she feels a specific individual is abusing such permissions. This kind
of interaction style relies on social translucency to prevent abuses. For
example, Alice is less likely to repeatedly query Bob’s location if she
knows that Bob can see each of her requests. Section 3.3.8 discusses
social translucency in more detail.

The goal of the interactive style is to provide enough information
for end-users to make better choices, helping them avoid security and
privacy violations as well as overly permissive security policies. An
example is choosing whether to answer a phone call given the iden-
tity of the caller. Here, people would be interrupted for each request
and would make an immediate decision. One refinement of this idea
is to let end-users defer making privacy choices until they are more
familiar with the system, similar to the notion of safe staging intro-
duced by Whitten and Tygar [308]. A refinement of this concept are
Just-In-Time Click-Through Agreements (JITCTA) adopted by the EU
PISA project [230], and later by the EU PRIME “PRivacy and Identity
Management for Europe” project [231]. JITCTA are presented to the
user at a time when he or she can take an informed decision on her
privacy preferences. However, Petterson et al. note that users may be
induced to automate their “consent clicks” when presented with mul-
tiple instances of click through agreements over time, without really
reading their contents [231].

It is likely that all three styles are needed in practice, but the opti-
mal mix that balances control, security and ease of use is currently
unclear. Furthermore, some domains may have constraints that favor
one style over another.

With respect to the granularity of control, Lederer et al.argue that
applications should focus more on providing simple coarse-grained con-
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trols rather than fine-grained ones, because coarse-grained controls are
simpler to understand and use [192]. For example, providing simple
ways of turning a system on and off may be more useful than complex
controls that provide flexibility at the expense of usability.

Lau et al. take a different path, distinguishing between extensive
and intensional privacy interfaces [190]. In the context of sharing web
browser histories in a collaborative setting, they defined extensive inter-
faces as those where individual data items (i.e., each URL) are labeled
as private or public. In their prototype, this was done by toggling a
“traffic light” widget on the browser. In contrast, intensional privacy
interfaces allow the user to define an entire set of objects that should be
governed by a single privacy policy. In their prototype, this was accom-
plished with access control rules indicating public or private pages,
based on specific keywords or URLs, with optional wildcards.

The third design choice is specifying the default privacy policies. For
example, Palen found that 81% of corporate users of a shared calendar
kept the default access settings, and that these defaults had a strong
influence on the social practices that evolved around the application
[226]. Agre and Rotenberg note a similar issue with Caller ID [13].
They note that “if CNID (i.e., Caller ID) is blocked by default then
most subscribers may never turn it on, thus lessening the value of CNID
capture systems to marketing organizations; if CNID is unblocked by
default and the blocking option is inconvenient or little-known, callers’
privacy may not be adequately protected.” In short, while default set-
tings may seem like a trivial design decision, they can have significant
impact in whether people adopt a technology and how they use it.

There is currently no consensus in the research community as to
when coarse-grained versus fine-grained controls are more appropriate
and for which situations, and what the defaults should be. It is likely that
users will need a mixture of controls, ones that provide the right level of
flexibility with the right level of simplicity for the application at hand.

3.3.3 Machine-Readable Privacy Preferences and Policies

Given that most users may not be interested in specifying their privacy
policy, another line of research has attempted to automate the delivery
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and verification of policies for web sites. The most prominent work
in this area is the Platform for Privacy Preferences Protocol (P3P).
P3P lets web sites transmit policy information to web browsers in a
machine-readable format. Users can then view policies in a standard
format and decide whether to share personal information [66]. Users
can also set up their web browser to automate this sharing process.

It is worth noting that the idea of a machine-readable privacy policy
has been extended to other domains. For example, both Ackerman and
Langheinrich proposed using labeling protocols similar to P3P for data
collected in ubiquitous computing environments, to express such things
as what data about individuals are available, what kinds of information
the infrastructure would record, etc. [2, 187].

Although P3P was developed with feedback from various industrial
stakeholders, it has been a hotly contested technology (see Hochheiser
for an extensive discussion of the history of P3P [144]). One principled
criticism is that automating privacy negotiations may work against
users’ interests and lead to loss of control. Ackerman notes that “most
users do not want complete automaticity of any private data exchange.
Users want to okay any transfer of private data” [3].

In practice, P3P has not yet been widely adopted. Egelman et al.
indicate that, out of a sample of e-commerce web sites obtained through
Google’s Froogle web site in 2006 (froogle.google.com), only 21% con-
tained a P3P policy [86]. Reasons may include lack of enforcement [89],
lack of motivation to adopt stringent policy automation by commercial
players [144], and the lack of appropriate user interfaces for delivering
the P3P policy to users and involving them in the decision processes [4].

In our view, there are three main roadblocks to the adoption of
P3P. The first issue relates to the ability of users to define and con-
trol their preferences intuitively. This difficulty could be addressed
through enhancements to the user interface of web browsers. For exam-
ple, Microsoft Internet Explorer 6.0 only has rudimentary support for
P3P privacy preferences, letting end-users simply manage how cookies
are sent. Some solutions to this roadblock are discussed in the following
section.

The second roadblock is that users may not be sufficiently moti-
vated to use these technologies. Many users do not understand the
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issues involved in disclosing personal information, and may simply
decide to use a service based on factors such as the benefit the ser-
vice offers, branding, and social navigation. We believe that there are
many research opportunities in the area of understanding user motiva-
tion with respect to privacy.

The third roadblock is that many web sites owners may not have
strong economic, market, and legal incentives for deploying these tech-
nologies. For example, they may feel that a standard text-based privacy
policy may be sufficient for their needs. Web site owners may also not
desire a machine-readable privacy policies, because it eliminates ambi-
guity and thus potential flexibility in how user data may be used.

3.3.3.1 Privacy Agents

From a data protection viewpoint, a privacy decision is made every time
a user or a device under her control discloses personal information.
The increasing ubiquity and frequency of information exchanges has
made attending to all such decisions unmanageable. User interfaces for
privacy were developed in part to cater to the user’s inability to handle
the complexity and sheer volume of these disclosures.

Early work focused on storing user privacy preferences and automat-
ing exchanges of personal data excluding the user from the loop. An
example of this is APPEL, a privacy preferences specification lan-
guage developed by Cranor et al. which can be used to describe and
exchange personal privacy preferences [69]. When this model was not
widely adopted, researchers started investigating the causes. Ackerman
et al. noted that users want to be in control for every data exchange
of relevance [3]. The concept of Privacy Critics brings the user back in
the loop. Critics are agents that help guide the user in making good
choices [4] and were introduced by Fischer et al. in the context of soft-
ware design [103]. Rather than automating decisions, Privacy Critics
warn the user when an exchange of personal data is going to happen.
It should be noted that modern web browsers have incorporated the
concept of critic for other kinds of data transactions, e.g., displaying
non-secure pages and accepting dubious PKI certificates. However, it
is also worth pointing out that these types of dialog tend to be ignored
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by users. This issue is discussed in Section 4.2 as an open challenge for
future work.

Following this line of research, Cranor et al. developed an agent
called Privacy Bird [65]. Privacy Bird compares a web site’s P3P policy
with a user’s privacy preferences and alerts the user to any mismatches.
In designing Privacy Bird, precautions were taken to increase the com-
prehensibility of the privacy preferences user interface, keeping only the
relevant elements of P3P, removing jargon, and grouping items based
on end-user categories rather than on P3P structure. Cranor et al.
evaluated Privacy Bird according to Bellotti and Sellen’s feedback and
control criteria [38], and found that users of Internet Explorer with
Privacy Bird were more aware about the privacy policies of web sites
than those without the Privacy Bird.

In related work, Cranor et al. also developed a search engine that
prioritizes search results based on their conformance to the policy
defined by the user [51]. An evaluation of this privacy-sensitive search
engine showed that when privacy policy information is readily avail-
able and can be easily compared, individuals may be willing to spend
a little more for increased privacy protection, depending on the nature
of the items to be purchased [87, 118].

3.3.4 Identity Management and Anonymization

The concept of “privacy assistants” is also central to work by Ran-
nenberg et al. and Jendricke and Gerd tom Markotten on reachability
managers [162, 243]. Jendricke and Gerd tom Markotten claim that
PETs can help people negotiate their privacy “boundary” by associat-
ing different privacy profiles with several digital “identities.”

In this model, users can dynamically define and select privacy pro-
files, for example, based on the current activity of the user, the web site
visited, or the current desktop application used. The interface provides
an unobtrusive cue of the current selected identity so that the user
can continuously adjust her status. However, it is not clear whether
a profile-based approach can simplify privacy preferences. Users may
forget to switch profiles, as happens with profiles on cell phones and
away messages on IM. Studying user interfaces for managing profiles
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of ubiquitous computing environments, Lederer et al. found that par-
ticipants had difficulty predicting what information would actually be
disclosed [192]. Furthermore, Cadiz and Gupta, in their analysis of
sharing preferences in collaborative settings, discovered that sharing
personal information is a nuanced activity [52].

The concept of profiles has been further developed into the more
general idea of “identity management.” Here, users have several iden-
tities, or “personas,” which can be used to perform different online
transactions. For example, users could have an “anonymous persona”
to surf general web sites, a “domestic persona” for accessing retail web
sites, and an “office persona” for accessing corporate intranets. Decou-
pling personas from individuals can reduce the information collected
about a single individual. However, identity management technologies
are rather complex. So far, allowing easy definition of policies and sim-
ple awareness active personas has proven to be a difficult task.

Various designs for identity management have been developed. For
example, Boyd’s Faceted Id/entity system uses a technique similar
to Venn diagrams to explicitly specify different groups and people
within those groups [43]. The EU PRIME project has also explored
various user interfaces for identity management, including menu-based
approaches, textual/graphic interfaces, and more sophisticated ani-
mated representations that leverage a town map metaphor [231].
Graphical metaphors are often used with other PETs, e.g., using images
of keys, seals, and envelopes for email encryption. However, researchers
agree that representing security and privacy concepts often fails due to
their abstract nature. For example, Pettersson et al. evaluated alter-
native user interfaces for identity management, and concluded that it
is difficult to develop a uniform and understandable vocabulary and
set of icons that support the complex transactions involved in identity
management and privacy management.

3.3.4.1 The Challenges of Complex PET UIs

The problem of developing appropriate interfaces for configuration and
action is common to other advanced PETs, such as anonymization
tools like JAP, ZeroKnowledge, Anonymizer, and Freenet. Freenet, an
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anonymizing web browsing and publishing network based on a Mix
architecture [54], was hampered by the lack of a simple interface.
Recently, the developers of Tor, another anonymizing network based
on onion routing [122], acknowledged this problem and issued a “grand
challenge” to develop a usable interface for the system.4 Whatever their
technical merits, anonymization systems — both free and commer-
cial — have not been widely adopted, meeting commercial failure in
the case of ZeroKnowledge [121] and government resistance in other
cases (e.g., JAP).

Repeated failures in developing effective user interfaces for advanced
PETs may be a sign that these technologies are best embedded in the
architecture of the network or product and operated automatically.
They should not require installation, maintenance, and configuration.
As an example, consider the success of SSL in HTTP protocols ver-
sus the failure of email encryption. The underlying technology is quite
similar, though email encryption is not automatic and has not seen
widespread adoption.

Ubiquitous computing technologies present further challenges for
the protection of users’ privacy. Location privacy has been a hot topic
on the media and the research community following the development
of mobile phone networks and the E911 location requirements. There
have been several technological solutions for protecting users’ privacy
in mobile networks. For example, Beresford and Stajano propose the
idea of Mix zones, where users are not location tracked with their real
identity but with a one-time pseudonym [40]. Gruteser and Grunwald
also proposed location-based services that guarantee k-anonymity [133].
Beresford and Stajano claim that using Mix technology for cloaking
location information enables interesting applications without disclos-
ing the identity or the movement patterns of the user. Tang et al. sug-
gest that many location-based applications can still work in a system
where the identities of the disclosing parties are anonymous — e.g.,
just to compute how “busy” a place is, such as a part of a highway or
a café [276].

4 R. Dingledine, personal communication 7/8/2005. See also http://tor.eff.org/gui.
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Yet, it is not clear whether anonymization technologies will be ever
widely adopted. On the one hand, network service providers act as
trusted third parties and are bound by contractual and legislative
requirements to protect the location information of users, reducing the
commercial motivation of strong PETs. In other words, location pri-
vacy may already be “good enough.” On the other hand, location-based
services are not in widespread use, and privacy frictions could arise as
more people use these services.

3.3.5 End-User Awareness of Personal Disclosures

Initially focused on network applications (e.g., World Wide Web and
instant messaging), work on disclosure awareness has expanded into
areas such as identity management systems, privacy agents, and other
advanced PETs.

Browser manufacturers have developed artifacts such as the lock
icon, specially colored address bars, and security warnings to provide
security awareness in browsing sessions. Friedman et al. developed user
interfaces to show to end-users what cookies are used by different web
sites [109].

However, there are few published studies on the effectiveness of
these mechanisms. Few notable exceptions include Friedman et al.’s
study showing the low recognition rate of secure connections by diverse
sets of users [110], and Whalen and Inkpen’s experiments on the effec-
tiveness of security cues (the lock icon) in web surfing sessions [306].
Whalen and Inkpen used eye-tracking techniques to follow users’ focus
of view when interacting with web sites. The results indicate that users
do not look at, or interact with, the lock icon to verify certificate infor-
mation. Furthermore, they showed that even when viewed, certificate
information was not helpful to the user in understanding whether the
web page is authentic or not.

Recently, interaction techniques for awareness have been developed
in the context of ubiquitous computing, because the lack of appropriate
feedback is exacerbated by the often-invisible nature of these technolo-
gies [300]. Nguyen and Mynatt observed that in the physical world,
people can use mirrors to see how others would see them. Drawing
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on this analogy, they introduced the idea of Privacy Mirrors, artifacts
that can help people see what information might be shared with others.
According to Nguyen and Mynatt, technology must provide a history
of relevant events, feedback about privacy-affecting data exchanges,
awareness of ongoing transactions, accountability for the transactions,
and the ability to change privacy state and preferences. This framework
was used to critique a multi-user web-based application and to develop
original design ideas for it [220]. However, the Privacy Mirrors concept
itself was not formally evaluated.

An interesting variant of the Privacy Mirror concept is the periph-
eral privacy notification device developed by Kowitz and Cranor [182].
In this system, a display located in a shared workplace shows words
taken from unencrypted chats, web browsing sessions, and emails tran-
siting on the local wireless network. Kowitz and Cranor carefully
designed this awareness device so that only generic words are anony-
mously projected on the display (i.e., no personal names), and words
are selected out of context so that the meaning of the phrase is likely not
intelligible by others. Kowitz and Cranor assessed the reactions of users
through interviews and questionnaires before and after the deployment
of the device. The self-reported results indicate that the users of the
wireless network became more aware of the unencrypted wireless net-
work, but did not change their usage behavior. Kowitz and Cranor note
that the change in perception was likely due to the awareness display
since participants already knew that wireless traffic was visible to eaves-
droppers. However, awareness was not tied to any actionable items,
as the system did not suggest what steps one could take to protect
oneself.

A key design issue in awareness user interfaces is how to provide
meaningful notifications that are not overwhelming nor annoying. Good
et al. showed that end-users typically skip over end-user license agree-
ments [123]. Many users also ignore alert boxes in their web browsers,
having become inured to them. Currently, there is no strong consensus
in the research community or in industry as to how these kinds of user
interfaces for awareness should be built. This issue is discussed as a key
challenge for future work in Section 4.1.
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For further reading, we suggest Brunk’s overview of privacy and
security awareness systems [28] and Lederer’s examples of feedback
systems of privacy events in the context of ubiquitous computing [191].

3.3.6 Interpersonal Awareness

An alternate use of the term “awareness” relates to the sharing of infor-
mation about individuals in social groups to facilitate communication
or collaboration. This type of sharing occurs for example in communi-
cation media, including videoconferencing [114, 264], group calendars
[34, 282], and synchronous communications [35, 228].

One example of awareness system is RAVE, developed in the late
1980’s at EuroPARC [114]. RAVE was an “always on” audio/video
teleconferencing and awareness system. Based on the RAVE expe-
rience, Bellotti and Sellen wrote an influential paper presenting a
framework for personal privacy in audio–video media spaces [38] (see
Section 3.5.2). RAVE provided visible signals of the operation of the
video camera to the people being observed, to compensate the disem-
bodiment of the observer-observed relationship. Moreover, Bellotti and
Sellen also suggested leveraging symmetric communication to overcome
privacy concerns. Symmetric communication is defined as the concur-
rent exchange of the same information in both directions between two
individuals (e.g., both are observers and observed).

Providing feedback of information flows and allowing their control
is a complex problem. Neustaedter and Greenberg’s media space is a
showcase of a variety of interaction techniques. To minimize potential
privacy risks, they used motion sensors near a doorway to detect other
people, weight sensors in chairs to detect the primary user, physical
sliders to control volume, and a large physical button to easily turn the
system on and off [218].

Hudson and Smith proposed obfuscating media feeds by using filters
on the video and audio [148]. These filters include artificial “shadows”
in the video image as well as muffled audio. While they did not eval-
uate these privacy-enhancing techniques, Hudson and Smith posited
that privacy and usefulness had to be traded off to achieve an optimal
balance. Boyle et al. also proposed video obfuscation to protect privacy
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for webcams in homes [44, 218]. However, evaluation by Neustaedter
et al. showed that obfuscation neither increased users’ confidence in the
technology nor their comfort level [219]. It is thus not clear whether
obfuscation techniques, which are based on an “information-theoretic”
view (i.e., disclosing less information increases privacy), actually suc-
ceed in assuring users that their privacy is better protected.

The idea of “blurring information” was also proposed in the domain
of location information [83, 237]. However, the results of Neustaedter
et al. for video are paralleled by results by Consolvo et al. in location
systems [59]. Consolvo et al. discovered that users disclosing location
seldom make use of “blurring” (i.e., disclosing an imprecise location,
such as the city instead of a street address), in part for lack of need
and because of the increased burden on usability.

Tang et al. suggest using “Hitchhiking” as an alternative approach:
rather than modulating the precision of location disclosures, the iden-
tity of the disclosing party along with any sensed data is anonymized
[276]. This approach can still support a useful class of location-based
applications, ones that focus on places rather than on individuals. For
example, a count of the number of wireless devices in a space could
indicate how busy a coffee shop is.

More recent work has investigated how a caller can assess the receiv-
ing party’s availability to communicate, by providing information about
the context of the called party. See, for example, Schmandt et al.’s
Garblephone [254], Nagel’s Family Intercom [215], Avrahami et al.’s
context cell phone protocol [26]. Milewski and Smith included avail-
ability information in shared address books [206]. Schilit provides a
survey of these kinds of context-aware communication, observing that
increased awareness can be useful, though at the cost of privacy [253].
In fact, these systems have contradictory effects on privacy perceptions
(Section 2.3.1). On the one hand, they can increase environmental pri-
vacy because the caller can choose not to disturb the recipient if she
is busy. On the other hand, these awareness systems cause informa-
tion about individuals to be communicated automatically and reduce
plausible deniability.

More recently, Davis and Gutwin surveyed disclosure preferences of
awareness information. They asked individuals what types of awareness
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information they would disclose to seven different relationship types
and found that most individuals would allow decreasing amounts of
information to weaker relationships [75]. Yet, Nagel observed, based on
extensive user studies, that individuals may not want to share availabil-
ity information due to a perceived lack of usefulness of such information
[213]. Nagel’s results suggest that the utility and drawbacks of these
systems are yet unclear.

3.3.7 Shared Displays: Incidental Information
and Blinding

A common problem encountered when several individuals are view-
ing the same computer screen is that potentially private information,
such as bookmarks or financial information, may be accidentally dis-
closed. This issue may arise due to multiple people using the same
computer, when projecting a laptop onto a larger screen, or “shoulder
surfing,” in which a bystander happens to see someone else’s screen.
Some on-the-road professionals apply a physical filter on their laptop
screens. Similarly, blinders are GUI artifacts that hide parts of the
user interface to block view of sensitive information. Tarasewich and
Campbell proposed using automatic blinders to protect personal data
in web browsers [277]. Sensitive information is first identified using
pattern recognition. This information can be redacted with black rect-
angular blocks or encoded using a set of secret colors. Experimental
results suggest that these techniques are surprisingly usable in everyday
tasks.

Similarly, Miller and Stasko used coded displays for sensitive infor-
mation shown in semi-public peripheral displays [270]. In their Info-
canvas system, sensitive information such as stock quotes is depicted
in a graphical, artful way (e.g., by a cloud hovering over a landscape),
using a secret code. While not “strong” from a security standpoint, this
technique may be acceptable for many deployment settings.

Schoemaker and Inkpen developed an alternative approach for dis-
playing private information on shared displays using blinding goggles
typically used for achieving stereoscopic 3D vision on traditional com-
puter screens [259]. The display shows public data to all viewers and
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private data only to the users whose goggles are currently transparent.
Ideally, a system would be able to quickly multiplex all these views on
the same display. Schoemaker and Inkpen evaluated the system using a
collaborative game and found it to be usable by the participants. They
also claim that mixed shared/public displays could provide opportu-
nities for enhanced collaboration, supporting both shared data and
individual exploration and elaboration of the data.

The proliferation of personal, semi-public and public displays sug-
gests that blinding and coding may become common techniques in the
HCI privacy landscape.

3.3.8 Plausible Deniability, Ambiguity, and Social
Translucency

Past work by Hindus et al. in the home [143] and by Hong for
location-based services [146] suggested a social need to avoid potentially
embarrassing situations, undesired intrusions, and unwanted social obli-
gations. Plausible deniability has been recognized as a way of achiev-
ing a desired level of environmental and personal privacy in a socially
acceptable way [293].

This ambiguity is the basis for plausible deniability in many com-
munication systems. For example, Nardi et al. observed that people
could ignore incoming instant messages without offending the sender,
because the sender does not know for certain whether the intended
recipient is there or not [216]. Consequently, failing to respond is not
interpreted as rude or unresponsive. Traditionally, ambiguity has been
considered a negative side-effect of the interaction between humans and
computers. Recently, however, researchers have recognized that ambi-
guity can be a resource for design instead of a roadblock. Gaver et
al. claim that ambiguity not only provides a concrete framework for
achieving plausible deniability, but can enrich interpersonal communi-
cations and even games [113].

Several accounts of ambiguity in voice-based communication sys-
tems have been documented [22]. For example, the affordances of cell
phones enable a social protocol that allows individuals sufficient leeway
to claim not having heard the phone ringing. Successful communication
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tools often incorporate features that support plausible deniability prac-
tices [136].

Researchers have attempted to build on the privacy features of tra-
ditional Instant Messaging by adding explicit controls on the avail-
ability status of the user, though with varying success. For example,
Fogarty et al. [105] examined the use of contextual information, such as
sound and location information, to provide availability cues in MyVine,
a client that integrates phone, instant messaging, and email. Fogarty
et al. discovered that users sent IM to their communication partners
even if they were sensed as “busy” by the system. Fogarty attributes
this behavior to a lack of accountability, in that telling senders that
they should not have sent the message may be considered more impo-
lite than the interruption itself.

When plausible deniability mechanisms become explicit, they can
lose much of their value. For example, the Lilsys system by Begole
et al. uses a traffic sign metaphor to warn others of one’s unavail-
ability for communication [35]. Begole et al. report that the traffic
signs metaphor was not well liked by participants in a user study. More
importantly, users “expressed discomfort at being portrayed as unavail-
able.” Begole et al. believe this discomfort was due to a social desire
to appear approachable. Overall, this result suggests that people pre-
fer the flexibility of ambiguity over a clear message that offers no such
latitude.

It is also worth noting that plausible deniability is at odds with a
traditional view of security, defined as “confidentiality, integrity, and
availability” [94]. Integrity and availability contrast with the idea that
individuals should be granted a certain amount of unaccountability
within information systems. Social science suggests, however, that plau-
sible deniability is a fundamental element of social relations. Thus,
plausible deniability should be viewed as a possible requirement for
information technology, especially for artifacts meant to support com-
munication between individuals and organizations.

A related issue is that plausible deniability may inhibit social
translucency, which has been touted as one of the characteristics
that makes computer mediated communications effective and efficient.
Erickson and Kellogg define socially translucent systems as IT that
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supports “coherent behavior by making participants and their activ-
ities visible to one another” [90]. Plausible deniability may make it
hard to hold other people accountable for their actions in such sys-
tems. A similar tension is explicitly acknowledged in the context of
CSCW research by Kling [176] and was debated as early as 1992 at
the CSCW conference [15]. It is currently not clear what the best way
of balancing these two design features is. Social translucency is also
discussed with respect to evaluation in Section 3.3.3.

Finally, one must take into consideration the fact that users of
computer-mediated communications systems often perceive to be more
protected than what the technology really affords. For example, Hud-
son and Bruckman show that people have a far greater expectation
of privacy in Internet Relay Chat than can be realistically provided
given the design and implementation of IRC [147]. Thus, in addition to
balancing plausible deniability with social translucency, designers must
also consider users’ expectations of those properties. We concur with
Hudson and Bruckman that more research is necessary in this field.
This point is raised again in the final part of this article.

3.3.9 Fostering Trust in Deployed Systems

The issue of trust in IT is a complex and vast topic, involving credibility,
acceptance, and adoption patterns. Clearly, respecting the privacy of
the user can increase trust in the system. The relationship also works
in the opposite direction: if an application or web site is trusted by the
user (e.g., due a reputable brand), privacy concerns may be assuaged. In
this section, we provide a brief overview of HCI research on technology
and trust with respect to information privacy, both as a social construct
and as a technical feature.

Trust is a fundamental component of any privacy-affecting technol-
ogy. Many PETs have been developed with the assumption that once
adopted, users would then use IT services with increased trust [234].
One particularly interesting concept is that of trust distribution, where
information processing is split up among independent, non-colluding
parties [54]. Trust distribution can also be adapted to human systems,
e.g., assigning two keys to a safe to two different managers.
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Social context is another factor impacting trust and privacy. Shnei-
derman discusses the generation of trust in CSCW systems [258],
claiming that just like a handshake is a trust-building protocol in
the real world, it is necessary to create “new traditions” and meth-
ods for computer-mediated communication. Management science has
also explored the differences of meetings that are face-to-face versus
using some form of telepresence, such as a phone or videoconference
[36, 292]. These studies have generally concluded that for initial or
intensive exchanges, in-person meetings are more effective at generat-
ing trust.

An interesting example of how social context affects the operation
of IT can be seen with an experimental “office memory” project at
an Electricité de France research lab [185]. The employees developed
and used an audio–video recording system that continuously archived
everything that was said and done in the lab. Access to the recordings
was unrestricted to all researchers of the lab. The application was used
sparingly and generally perceived as useful. An interesting privacy con-
trol was that every access to the recordings would be tracked, similar to
the optimistic security protocol [236], and that each individual would
be informed of the identity of the person looking up the recordings
of her workstation. This feature reduced misuse by leveraging existing
privacy practices.

Leveraging the social context of the office memory application was
essential for its acceptance. Acceptance would likely have been very
different if the technology had been introduced from the outside or to
people who did not trust its management and operation. In fact, Want
et al. reported resistance in the deployment of the Active Badge system
roughly 15 years earlier at Olivetti Research Labs [294].

It is also worth noting that many criticisms of the original work on
ubiquitous computing at PARC came from researchers in a different lab
than the one actually developing the systems [137]. Two explanations
are possible. First, in some regards, the lab developing the ubiquitous
computing systems was engaging in a form of participatory design with
their own lab members, increasing adoption and overall acceptance.
Second, some members of the other lab felt that the system was being
imposed on them.
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Persuasiveness is an important factor influencing user perceptions
about a technology’s trustworthiness [106]. Given the power of per-
ceptions in influencing decisions on privacy preferences, it should not
be surprising that relatively weak items, such as the mere presence of
a privacy policy or having a well-designed web site, can increase the
confidence of users with respect to privacy. Privacy certification pro-
grams can increase user trust. There are various types of certification
programs for privacy, targeting organizations as well as products (e.g.,
TRUSTe and BBBOnline). A good summary of these programs is pro-
vided by Anton and Earp [21].

Rannenberg proposed more stringent certification [242].5 The idea
behind these efforts is that IT systems could be evaluated by indepen-
dent underwriters and granted a “certificate,” which would promote
the products in the marketplace and increase user confidence. This cer-
tification focuses on IT products. However, the management of IT is
much more to blame for privacy infringements rather than the actual
technical properties of the technology [150]. Iachello claims that sound
personal information management practices should be included in secu-
rity management standards such as IS17799 [157].

In summary, a variety of factors influence end-user’s trust in a
system. In our opinion, however, strong brands and a positive direct
experience remain the most effective ways of assuring users that sound
organizational information privacy practices are being followed.

3.3.10 Personalization and Adaptation

Personalization and adaptation technologies can have strong effects on
privacy. The tension here is between improving the user experience
(e.g., recommendations) and collecting large amounts of data about
the user behavior (e.g., online navigation patterns). For example, Kobsa
points out that personalization technologies “may be in conflict with
privacy concerns of computer users, and with privacy laws that are in
effect in many countries” [179].6 Furthermore, Kobsa and Shreck note

5 See also the Privacy Enhancing Technology Testing & Evaluation Project. http://www.ipc.
on.ca/scripts/index .asp?action=31&P ID=15495 (Last visited 7/4/2006).

6 For an overview of work in this area, we refer [49].
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that users with strong privacy concerns often take actions that can
undermine personalization, such as providing false registration infor-
mation on web sites [180]. Trewin even claims that control of privacy
should take precedence over the use of personal information for person-
alization purposes, but acknowledges that such control may increase the
complexity of the user interface [281].

Several solutions have been developed to protect users while offer-
ing personalized services. For example, Kobsa and Shreck’s anonymous
personalization services use cryptographic techniques [180]. However,
Cranor points out that these strong anonymization techniques may be
too complex for commercial adoption [63]. Cranor also observes that
privacy risks can be reduced by employing pseudonyms (i.e., associ-
ating the interaction to a persona that is indirectly bound to a real
identity), client-side data stores (i.e., leveraging user increased control
on local data), and task-based personalization (i.e., personalization for
one single session or work task).

Notwithstanding Kobsa and Schreck’s and Cranor’s work, real-
world experience tells us that many users are willing to give up privacy
for the benefits of personalization. One need only look at the success of
Amazon.com’s recommender system as an example. Awad and Krish-
nan provide another perspective on this argument. Their survey probed
users’ views on the benefits of personalization and their preferences in
data transparency (i.e., providing to users access to the data that orga-
nizations store about them and to how it is processed) [27]. Awad and
Krishnan concluded that those users with the highest privacy concerns
(“fundamentalists”), would be unwilling to use personalization func-
tions even with increased data transparency. They suggested focusing
instead on providing personalization benefits to those users who are
unconcerned or pragmatists and to ignore concerned individuals. Awad
and Krishnan’s article also includes a brief overview of privacy litera-
ture in the MIS community.

Trevor et al. discuss the issue of personalization in ubicomp envi-
ronments [280]. They note that in these environments, an increasing
number of devices are shared between multiple users and this can cause
incidental privacy issues. In their evaluation, Trevor et al. probed the
personalization preferences of users of a ubiquitous document sharing
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system in an office setting. They discovered that privacy preferences
depend not only on whether the personalized interface runs on a fixed
terminal or a portable device, but also on its location and on its purpose
of use.

In summary, research in this area suggests that the issue of per-
sonalization and privacy is highly contextual and depend heavily on
trust, interpersonal relations, and organizational setting. The evidence
also suggests that users and marketers alike appreciate customized ser-
vices. Finally, it is also not clear if sophisticated PETs are commercially
viable. Consequently, a normative approach to preventing misuse of
personal information might be better advised.

3.4 Evaluation

In this section, we outline significant work either evaluating PETs or
specifically probing the privacy characteristics of general applications.7

Most PETs require advanced knowledge to use, are complex to config-
ure and operate correctly, and ultimately fail to meet end-user needs.
However, it is worth pointing out that there are also many examples
of IT applications which successfully integrate privacy-enhancing func-
tions, for example instant messaging clients and mobile person finders.

While some researchers had pointed out the importance of user-
centered design in security technology [315], only recently has the
security and privacy communities started moving down this path.
Unfortunately, since many security applications are developed commer-
cially, the results of in-house usability tests, interviews, and heuristic
evaluations are not available. User testing of the privacy-related aspects
of applications is difficult due to various reasons, including their non-
functional nature and their prolonged appropriation curves. As a result,
there are not many reports available describing summative evaluation
work on PETs and privacy-sensitive technologies.

7 We are aware that the distinction between design and evaluation is, to a certain degree,
artificial in an iterative development model. However, we feel that the techniques that are
discussed here specifically apply to already-developed products, i.e., are more appropriate
for summative evaluation.
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3.4.1 Evaluation of User Interfaces

One of the earliest and most renowned papers discussing HCI issues
and PETs was Whitten and Tygar’s “Why Johnny Can’t Encrypt”
[308]. Whitten and Tygar reported on the usability of Pretty Good
Privacy (PGP), a popular email encryption application [313]. They con-
ducted a cognitive walkthrough and a lab-based usability test on PGP.
In the usability test, experienced email users were asked to perform
basic tasks, for example, generating keys and encrypting and decrypt-
ing emails. Results showed that a majority of users did not form a
correct mental model of the public-key encryption process. Some users
also made significant mistakes such as sending unencrypted email, while
others did not manage to send mail at all within the time limit.8

Friedman et al. have studied the user interfaces for web browsers’
cookie handling in depth. Millett, Friedman, and Felten, for example,
studied how the notification interfaces for cookies changed between
1995 and 2000, both in Netscape’s and Microsoft’s web browsers [207].
Expert analysis of UI metrics, including depth of menu items for con-
figuration and richness of configuration options, showed that significant
changes ensued over this five-year period. Configuration options were
expanded, which Millett et al. consider a positive development. Fur-
ther enhancements include better wording for configuration options and
more refined cookie management (e.g., allowing users to delete individ-
ual cookies). Providing users more choice and better tools to express
informed consent clearly comports with Value Sensitive Design [109].

8 While low usability certainly contributed to PGP’s lackluster adoption, it is also likely that
a reverse network effect, where few people could decrypt email, coupled with a perceived
lack of need may also be responsible. For example, it is worth noting that the compet-
ing S/MIME standard, already integrated in popular email applications like Outlook and
Thunderbird, has also not yet been widely adopted, notwithstanding the fact that it is
arguably simpler to use (although not necessarily to configure).

Generally speaking, email encryption systems have been most successful when a ser-
vice organization was present to configure and set up the clients. However, Gaw et al.
found that even in organizations where email encryption technology is used, decisions
about encrypting emails were driven not just by technical merit, but also by social fac-
tors [115]. They found that “users saw universal, routine use of encryption as paranoid.
Encryption flagged a message not only as confidential but also as urgent, so users found
the encryption of mundane messages annoying.” Interestingly, this result is paralleled by
research by Weirich and Sasse on compliance with security rules — users who follow them
are viewed as paranoid and exceedingly strict [299].
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However, the evaluation of PGP, discussed above, suggests that UI
complexity is a fundamental drawback of these technologies and that
PETs might be more effective with fewer, rather than more, choices. As
noted in Section 3.2, systems should present meaningful choices rather
than dilemmas.

In related research, Whalen and Inkpen analyzed the usage of secu-
rity user interfaces in web browsers, including the padlock icon that sig-
nals a HTTPS connection with a valid certificate [306]. Using eyetracker
data, they found that while the lock icon was viewed by participants,
the corresponding certificate data was not. In fact, participants rarely
pulled up certificate information and stopped looking for security cues
after they have signed into a site. Complexity may be again a culprit
here, considering that web browser certificate information dialogs are
typically difficult to interpret for all but the most security savvy users.

The same theme of configuration complexity emerges from Good
et al.’s work on the privacy implications of KaZaA, a popular file-
sharing network [124]. Good et al. performed a cognitive walkthrough
of the KaZaA client as well as a laboratory user study of its user inter-
face. Results showed that a majority of participants were unable to tell
what files they were sharing, and some even thought that they were
not sharing any files while in fact all files on their hard drive were
shared. Good et al. also probed the KaZaA network, finding that in
fact a large number of users “appeared to be unwittingly sharing per-
sonal and private files, and that some users were [. . . ] downloading files
containing ostensibly private information.” In summary, Whitten and
Tygar’s, Whalen et al.’s, and Good et al.’s findings all indicate that
privacy-affecting technologies are easily misunderstood and that their
safe use is not obvious.

Difficulties in comprehension affect not only PETs but also privacy
policies. Jensen and Potts analyzed 64 privacy policies of both high-
traffic web sites and web sites of American health-related organizations
(thus subject to HIPAA) [164]. They analyzed policy features including
accessibility, writing, content, and evolution over time. The results por-
tray a rather dismal situation. While policies are generally easy to find,
they are difficult to understand. The surveyed policies were in general
too complex from a readability standpoint to be usable by a large part
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of the population, which Jensen and Potts note also questions their
legal validity. Furthermore, the user herself is typically responsible for
tracking any changes to policies, thus curtailing effective notification.
The policies of some web sites were very old, exposing both users and
site operators to potential risks (respectively, unauthorized uses of per-
sonal information and legal liability). Finally, Jensen and Potts note
that users typically do not have the choice to decline terms of the pol-
icy if they want to use the service. In short, the resulting picture is
not encouraging. Users may well be responsible for not reading pri-
vacy policies [123], but even if they did, they would find it difficult to
understand them, track them over time, and resist accepting them.

Evaluation of privacy-sensitive IT applications has also extended to
off-the-desktop interaction. For example, Beckwith discusses the chal-
lenges of evaluating ubiquitous sensing technologies in assisted living
facilities [33]. Beckwith deployed an activity sensing and location track-
ing system in a facility for elderly care, and evaluated it using semifor-
mal observation and unstructured interviews with caregivers, patients,
and their relatives. One question that arose was how users can express
informed consent when they do not understand the operation of the
technology or are not aware of it. Their observations highlight the users’
lack of understanding with respect to the recipient of the data and its
purpose of use. Beckwith proposed renewing informed consent on a reg-
ular basis, through “jack-in-the-box” procedures — an approach that
resembles the Just-In-Time Click-Through Agreements of Patrick and
Kenney [230].

In conclusion, existing work evaluating privacy-affecting technolo-
gies shows that these technologies are too demanding on users [91].
Besides establishing common practices and safe defaults, we need to
define appropriate metrics on user understanding and ability to express
consent, and consistently try to improve them over time.

3.4.2 Holistic Evaluation

In addition to basic usability, applications must also be evaluated
in their overall context of use. One key aspect of holistic evaluation
is understanding the social and organizational context in which an
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application is deployed, because it can affect acceptance and skew the
results of an evaluation (e.g., Keller’s analysis of privacy issues of elec-
tronic voting machines [173]). This kind of analysis is often done with
retrospective case studies and controlled deployments of prototypes
[48], and is challenging due to the temporal timeframe of the evalu-
ation and complex data collection methods.

One interesting example of how social context affects the acceptance
of privacy-sensitive IT is provided by the “office memory” project devel-
oped at the Laboratory of Design for Cognition at Electricité de France
[185] discussed in Section 3.2.9. Here, the social context was essential
for acceptance: the users were by and large the builders of the applica-
tion. It is likely that acceptance would have been much lower in another
setting. For example, as noted in Section 3.3.9, there was much resis-
tance to the deployment of the Active Badge system [294] outside of
the group that developed it [137]. Perception of individual autonomy,
political structures, and group tensions all contributed to the rejection
of a technology that was perceived as invasive.

Similarly, in hospitals, locator badges are used to facilitate coordi-
nation and protect nurses from spurious patient claims. However, in
many cases, these locator badges have led to increased friction between
workers and employers, as they were perceived by nurses as a surrep-
titious surveillance system [16]. In at least two separate cases, nurses
outright refused to wear the locator badges [16, 53]. In cases where the
value proposition was clear to the nurses using it, and where manage-
ment respected the nurses, the system was accepted. In cases where the
value proposition was not clear or was seen as not directly helping
the nurses, the system tended to exacerbate existing tensions between
the staff and management.

A second contentious social issue with respect to privacy-invasive
systems is adjudication, that is, whose preferences should prevail in
situations where part of the user base favors a technology and part
opposes it. Although a general discussion is beyond the scope of this
paper, one interesting comment is made by Jancke et al. in the context
of a video awareness systems [161]. Jancke et al. note that what is com-
monly considered a public space is not one-dimensionally so. A vocal
minority of their users were unsettled by an always-on system linking
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two public spaces. These users felt that there were many private activi-
ties that took place in that “public space” such as personal phone calls,
eating lunch, and occasional meetings, and that the private nature of
this “public space” was being subverted. Before the video awareness
system was deployed, there was a degree of privacy based on the prox-
emics of the space. However, when computer-mediated communication
technologies are introduced, such privacy was destroyed because indi-
viduals could not easily see who was present at the other end of the
system. This shows that a legal or technical definition of public space
often does not align with people’s expectations.

A third key aspect of holistic evaluation stems from the observation
that privacy and security features are often appropriated late in the
learning curve of an application [153], often after some unexpected secu-
rity or privacy “incident.” Forcing participants to use privacy-related
features can speed up the evaluation, but may be detrimental because
the participants’ attention is focused on a specific feature instead of the
whole application. Thus, the evaluation of privacy and security through
test deployments requires researchers to engage in the observation of
prolonged and continued use.

For example, Ackerman et al. performed a field study of an “audio
media space” over the course of two months [6]. Their system provided
an always-on audio communication link between remote co-workers.
Users’ experiences were studied through interviews, transcripts of com-
munications, usage logs, and direct observation [142]. Ackerman et al.
report the gradual emergence of social norms regulating the use of the
space by group members. Users started ignoring disclosures by other
users that were clearly personal in nature and had been transmitted
through the system by mistake, perhaps because one party had forgot-
ten to turn off the media space before a sensitive conversation.

Cool et al. also discuss the long-term evaluation of a videoconfer-
encing system developed at Bellcore during the 1990’s [60]. The system
started out as an always-on link between public spaces and evolved into
a personal videoconferencing system on personal workstations. Cool
et al. observed four issues with their videoconferencing systems: system
drift (system use and norms evolve over time), conflicting social goals
of one user within the social system, concerns of social appropriateness
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and evaluation, and reaching a critical mass of users. Cool et al. point
out that test implementations should be as complete and robust as
possible, i.e., real products, if credible observations of social behav-
ior are sought. Studies should also extend over a long timeframe to
subatantiate conclusions about the system’s acceptance. Finally, tech-
nology must be evaluated in the context of planned use rather than in
a laboratory.

Cool et al.’s work leads to a final aspect of holistic evaluation,
namely that it can be difficult to gather data on the privacy-
sensitive aspects of IT applications. First, privacy and security are non-
functional properties which may not be obvious to the user and might
not be obvious in the UI. Second, case studies on privacy and security
are often hampered by the lack of public knowledge on failures or suc-
cesses. Third, concerns of social appropriateness can affect perceptions
as well as cause tensions in collaborative environments, all of which
can affect observations. These factors suggest that, to interpret obser-
vations correctly, researchers must take a broad view of the application
and its perceived properties. Only through careful observations will user
privacy concerns and perceptions emerge from product evaluations.

3.4.3 The Tension between Transparency and Privacy

In Section 3.2.8, we briefly touched on the tension between privacy and
social transparency. One of the goals of CSCW research is to increase
communication opportunities through technology. However, increased
transparency, e.g., in the form of awareness of others’ activities, can
conflict with an individual’s need for autonomy and solitude, with
detrimental effects on organizational effectiveness. To a degree, these
tensions have always existed, but Grudin points out that electroni-
cally collecting and distributing data about individuals significantly
increases the risk of undesired uses [130]. The point of this section is
to show that the tension between transparency and privacy is subtle
and that simple design features can often make the difference between
accepting and rejecting a system.

Groupware calendars provide a prime example of this tension. Two
obvious advantages of group calendars are more effective planning and
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better access to colleagues. However, these advantages also impact
users’ personal space and work time. Palen describes the prolonged use
of a groupware calendar system within a large organization, based on
observations and expert analysis [226]. She points out that technologi-
cal infrastructure can curb risks by making misuse too expensive in the
face of the potential gains. She identifies three techniques to achieve this
goal. First, Palen proposes limiting calendar “surfing,” that is, access-
ing others’ calendar information without a specific need and knowledge
of that person. Second, privacy controls should be reciprocal, meaning
that social subgroups share the same type of information in a sym-
metric way. Finally, social anonymity helps prevent systematic misuse.
Palen notes that calendars were retrieved based on a specific employee
name. Consequently, while any employee could in theory access any
other employee’s calendar, this rarely happened since he would only
know the names of a limited number of people in the company.

Tullio discusses a groupware calendar used to predict other users’
availability, for purposes of initiating in-person or mediated communi-
cation [282]. In addition to a qualitative analysis, Tullio performed an
expert analysis of his groupware calendaring application using Jensen’s
STRAP method and identified several potential privacy vulnerabili-
ties, including prediction accuracy, consent, and notification. Tullio also
notes that in these kinds of systems, concerns arise for “both [. . . ] con-
trolling access as well as presenting a desired impression to others.”
These dynamics are related to Goffman’s work on presentation of self
and to the concept of personal privacy we outlined in Section 2.2.2.

An explicit analysis of varying degrees of social transparency is
encompassed in Erickson et al.’s work on socially translucent systems
[90]. In socially translucent systems, the overall goal is to increase
awareness and communication opportunities by presenting information
about others’ activities. These systems are translucent9 since they only
present select aspects of activity, as opposed to being “transparent” and
presenting all aspects [46]. Erickson et al. developed Babble, a chat sys-
tem that allows one-to-one and group communication. Babble stores a

9 The concept of translucency has also been used in other HCI domains with different
meanings, for example in the design of user interfaces for mobile systems [85].
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persistent, topic-threaded copy of the chats, and offers a graphical rep-
resentation of users that provides awareness of their activity within
the chat system. The system was used for over two years within the
research organization of the authors. Thus, observations of Babble’s
use were grounded in an extensive deployment that saw both adop-
tion successes in some groups and failures in other groups. The authors
report that the system was often used to initiate opportunistic interac-
tions, and contributed to increasing group awareness while preserving
a sufficient degree of privacy for the involved parties.

One interesting aspect of Erickson et al.’s work is that they claim to
have willfully refrained from building norms and social conventions in
the UI and system architecture. For example, Babble did not provide
specific tools for protecting privacy, expecting instead that users would
develop their own acceptable behaviors and norms around the system.
They argue that this did indeed happen. In fact, Erickson et al. go as
far as stating that building such privacy-protecting mechanisms would
have prevented users from showing one another that they could be
trusted in their use of the system, a process that strengthened rather
than weakened the social bonds within the organization [90]. Clearly,
such an approach is possible only in specific contexts which should be
carefully evaluated by the designer.

In many cases, though, privacy-enhancing features cannot be
avoided. However, simple privacy precautions are often sufficient. An
example is provided by Grasso and Meunier’s evaluation of a “smart”
printing system deployed at Xerox R&D France [125]. Their printing
system has two main functions: it stores printed jobs on the print server
for future access, and has an affinity function that shows, on the header
page of each print job, information about similar print jobs submitted
by other users. The objective of the latter function is to enable social
networking between people interested in the same type of information.
Grasso and Meunier claim that the simple privacy-enhancing features
built in the system are sufficient for preventing abuse. First, users must
intentionally use the “smart printer.” Regular printers are still avail-
able. Second, a “forget” function is available that removes any trace of
the print history of a specific user.
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In conclusion, the examples above show that the interaction between
social norms and technology is often subtle. Privacy by obscurity, such
as in Palen’s case study, can effectively curtail privacy violations, even
if it is not a “strong” mechanism. Erickson et al.’s work suggests that
technology should leverage, rather than mechanically reproduce, social
norms. Finally, designers should remember that often simple UI fea-
tures are sufficient to curtail misuse, as Grasso and Meunier’s experi-
ence shows.

3.5 Privacy Frameworks

Unlike other areas of HCI, there are few widely accepted frameworks
for privacy, due to the elusiveness of privacy preferences and the tech-
nical hurdles of applying guidelines to specific cases. In this section, we
discuss some of the frameworks that have been proposed to analyze and
organize privacy requirements, and note the benefits and drawbacks of
each (see Table 3.2).

Privacy frameworks relevant to HCI researchers and practitioners
can be roughly grouped into three categories. These include guidelines,
such as the aforementioned Fair Information Practices [225]; process
frameworks, such as Jensen’s STRAP [166] or Bellotti and Sellen’s
Questions Options Criteria (QOC) process [38]; and modeling frame-
works, such as Jiang et al.’s Approximate Information Flows [168].

These frameworks are meant to provide guidance for analysis and
design. However, it should be noted that few of these frameworks have
been validated. By validation, we mean a process that provides evidence
of the framework’s effectiveness by some metric, for example design
time, quality of the overall design, or comprehensiveness of require-
ments analysis. In most cases, these frameworks were derived based on
application practice in related fields or from the authors’ experiences.

This lack of validation partially explains why many frameworks
have not been widely adopted. Indeed, case studies have been better
received. Nevertheless, the issue of knowledge reuse in HCI is press-
ing [273] and accounts of single applications are not an efficient way
of communicating knowledge. We believe that research on privacy can
greatly benefit from general guidelines and methods, if they are thor-
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oughly tested and validated, and if practitioners and researchers use
them with an understanding of their performance and limitations. In
fact, we suggest in the conclusion that the development of a privacy
toolbox composed of several complementary techniques is one of the
main research challenges of the field.

3.5.1 Privacy Guidelines

Privacy guidelines are general principles or assertions that can be used
as shortcut design tools to

— identify general application requirements prior to domain
analysis;

— evaluate alternative design options;
— suggest prepackaged solutions to recurrent problems.

We discuss below the FIPS, design patterns and two sets of specific
guidelines for ubiquitous and location-based applications.

3.5.1.1 Fair Information Practices

The Fair Information Practices (FIPS) are among the earliest guidelines
and were influential on almost all data protection legislation. The FIPS
were developed specifically to help design large databanks of personal
information, such as health records, financial databases, and govern-
ment records (Table 3.3).

The FIPS are the only framework that has been used extensively
in industry and by regulatory entities. Data Protection Authorities
(DPA) use these guidelines to analyze specific technologies [95, 97].
The EU Art. 29 Working Party bases its analyses on a case-by-case
application of the FIPS, along with other principles such as legitimacy
and proportionality. The FIPS have also been adapted over time to
novel technologies [112, 186] and processes (e.g., Privacy Incorporated
Software Agents) [230].

However, given their orginal purpose, the FIPS adopt a data protec-
tion and systems-centered viewpoint that may not be appropriate for
other applications. The FIPS only suggest evaluating if data collection
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Table 3.3 The fair information practices (FIPS), OECD [225] version.

Principle Description
Collection
limitation

There should be limits to the collection of personal data and any such
data should be obtained by lawful and fair means and, where
appropriate, with the knowledge or consent of the data subject.

Data quality Personal data should be relevant to the purposes for which they are to
be used, and, to the extent necessary for those purposes, should be
accurate, complete and kept up-to-date.

Purpose
specification

The purposes for which personal data are collected should be specified
not later than at the time of data collection and the subsequent use
limited to the fulfillment of those purposes or such others as are not
incompatible with those purposes and as are specified on each
occasion of change of purpose.

Use limitation Personal data should not be disclosed, made available or otherwise
used [. . . ] except

(a) with the consent of the data subject; or
(b) by the authority of law.

Security
safeguards

Personal data should be protected by reasonable security safeguards
against such risks as loss or unauthorized access, destruction, use,
modification or disclosure of data.

Openness There should be a general policy of openness about developments,
practices and policies with respect to personal data. Means should
be readily available of establishing the existence and nature of
personal data, and the main purposes of their use, as well as the
identity and usual residence of the data controller.

Individual
participation

An individual should have the right

(a) to obtain from a data controller, or otherwise, confirmation
of whether or not the data controller has data relating to
him;

(b) to have communicated to him, data relating to him within a
reasonable time; at a charge, if any, that is not excessive; in
a reasonable manner; and in a form that is readily
intelligible to him;

(c) to be given reasons if a request made under subparagraphs
(a) and (b) is denied, and to be able to challenge such
denial; and

(d) to challenge data relating to him and, if the challenge is
successful to have the data erased, rectified, completed or
amended.

Accountability A data controller should be accountable for complying with measures
which give effect to the principles stated above.
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is commensurate with the goal of the application. In other words, the
FIPS are applicable once the general structure of the planned system
has been established, but they may fail an analyst in understanding
whether an application is useful, acceptable to its stakeholders, and
commensurate to its perceived or actual privacy impact.

These factors hint at two situations where the FIPS may be difficult
to apply. The first is in cases where technology mediates relationships
between individuals (i.e., personal privacy, see Section 2.2.2) as opposed
to between individuals and organizations. The second is in cases where
the data is not structured and application purposes are ill-defined (e.g.,
exploratory applications).

3.5.1.2 Guidelines for Ubiquitous Computing
and Location-Based Services

In addition to general principles, specific guidelines have also been pro-
posed for more limited application domains. For example, Lederer et al.
[192] observed that, in the context of ubiquitous computing applica-
tions, successful designs must

— make both potential and actual information flows visible,
— provide coarse-grain control,
— enable social nuance, and
— emphasize action over configuration.

These guidelines originate from qualitative reflection on the researchers’
experience. Guidelines with even more limited scope are available as
well. For example, Iachello et al. proposed eight specific guidelines
for the development of social location disclosure applications [153]
(Table 3.4).

3.5.1.3 Design Patterns for Privacy

Design patterns are somewhat related to guidelines. The concept of
patterns originates from work by Alexander [14], and was later used
in the context of software design [111]. One key difference between
guidelines and patterns is that patterns are meant to be generative,
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Table 3.4 Privacy guidelines for social location disclosure applications and services [153].

Guideline Description
Flexible replies Users should be able to choose what the system discloses as a

reply to a location request.

Support denial Communication media should support the ability to ignore
requests.

Support simple
evasion

Designs should include the ability of signaling “busy” as a
baseline evasive reply.

Do not start with
automation

Automatic functions that communicate on behalf of the user
should not be introduced by default, but only when a real
need arises.

Support deception Communication media should support the ability to deceive in
the reply.

Start with person-to-
person communi-
cation

Social mobile applications should support person-to-person
communication before attempting group communication.

Provide status/Away
messages

Provide a way of signaling availability status.

Operators should
avoid Handling user
data

Social location disclosure applications should not be provided by
centralized services.

helping designers create solutions by re-purposing existing solutions,
whereas guidelines tend to be higher level and not tied to specific
examples.

Both Junestrand et al. [169] and Chung et al. [55] developed design
patterns to solve common privacy problems of ubicomp applications.
The patterns developed by Chung et al. are listed in Table 3.5 and are
inspired by a combination of the FIPS, HCI research, and security
research. While Chung et al.’s patterns are relatively high-level —
e.g., “Building Trust and Credibility,” “Fair Information Practices,” —
Junestrand et al.’s are application-specific.

Chung et al. evaluated their patterns using a design exercise with
students and experienced designers. The authors observed that the pri-
vacy patterns were not used in any meaningful way by the participants.
Expert reviewers did not evaluate the designs produced with the pat-
terns to be any better than the others [55]. Several explanations are
likely, including limitations of the experimental setup and the fact that
privacy is often a secondary concern of the designers.
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Table 3.5 Privacy pre-patterns [55].

Design pattern Description
Fair information
practices

The fair information practices are a set of privacy guidelines
for companies and organizations for managing the
personal information of individuals.

Respecting social
organizations

If [members of] the organization [. . . ] [do] not trust and
respect one another, then the more intimate the
technology, the more problems there will likely be.

Building trust and
credibility

Trust and credibility are the foundation for an ongoing
relationship.

Reasonable level of
control

Curtains provide a simple form of control for maintaining
one’s privacy while at home.

Appropriate privacy
feedback

Appropriate feedback loops are needed to help ensure people
understand what data is being collected and who can see
that data.

Privacy-sensitive
architectures

Just as the architecture of a building can influence how it is
perceived and used, the architecture of a ubiquitous
computing system can influence how people’s perceptions
of privacy, and consequently, how they use the system.

Partial identification Rather than requiring precise identity, systems could just
know that there is “a person” or “a person that has used
this system before.”

Physical privacy zones People need places where they feel that they are free from
being monitored.

Blurred personal data [. . . ] Users can select the level of location information
disclosed to web sites, potentially on a page by page basis.

Limited access to
personal data

One way of managing your privacy with others is by limiting
who can see what about you.

Invisible mode Invisible mode is a simple and useful interaction for hiding
from all others.

Limited data retention Sensitive personal information, such as one’s location and
activity, should only be kept as long as needed and no
longer.

Notification on access of
personal data

AT&T Wireless’ Find Friends service notifies your friend if
you ask for her location.

Privacy mirrors Privacy mirrors provide useful feedback to users by reflecting
what the system currently knows about them.

Keeping personal data on
personal devices

One way of managing privacy concerns is to store and present
personal data on a personal device owned by the user.

The lack of an established design practice and knowledge is an
inherent problem with applying design patterns to privacy-sensitive
applications. Chung et al. acknowledged that design patterns may be
premature in the ubicomp domain. An argument could be made that in
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situations of exploratory and uncertain design, only thorough analysis
on a case-by-case basis can provide strong arguments for an applica-
tion’s acceptability.

3.5.2 Process Frameworks

While guidelines are ready-made parcels of analysis and solutions to
common problems, the process frameworks described in this section
provide guidance to designers on how to approach the analysis and
design of privacy-sensitive IT applications.

3.5.2.1 Questions — Options — Criteria

Media spaces combine audio, video, and computer networking tech-
nology to provide a rich communicative environment for collaboration
(see Sections 3.1.5 and 3.2.6). Bellotti and Sellen published early work
on privacy in the context of video media spaces, based in part on the
experience of the RAVE media space at EuroPARC [38].

They developed a framework for addressing personal privacy in
media spaces. According to their framework, media spaces should pro-
vide appropriate feedback and control structures to users in four areas
(Table 3.6). Feedback and control are described by Norman as basic
structures in the use of artifacts [222], and are at the base of the Open-
ness and Participation principles in the FIPS.

Bellotti and Sellen adapted MacLean et al.’s Questions, Options,
Criteria framework [199] to guide their privacy analysis process. They
proposed evaluating alternative design options based on eight questions
and eleven criteria, derived from their own experience and from other
sources (see Table 3.7). Some criteria are closely related to security
evaluation (such as trustworthiness), while other criteria try to address
the problem of the human cost of security mechanisms. Bellotti and
Sellen’s criteria are similar to those of Heuristic Evaluation [221], a well-
known discount usability technique for evaluating user interfaces.

The evaluation of alternatives is common to several privacy frame-
works, and is characteristic of design methods targeted at tough design
problems that do not enjoy an established design practice. Bellotti
and Sellen do not provide guidance on how to develop design options,
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Table 3.6 Questions for video media spaces [38].

Questions Feedback about Control over
Capture When and what information

about me gets into the
system.

When and when not to give out what
information. I can enforce my own
preferences for system behaviors
with respect to each type of
information I convey.

Construction What happens to information
about me once it gets inside
the system.

What happens to information about
me. I can set automatic default
behaviors and permissions.

Accessibility Which people and what
software (e.g., daemons or
servers) have access to
information about me and
what information they
see or use.

Who and what has access to what
information about me. I can set
automatic default behaviors and
permissions.

Purposes What people want information
about me for. Since this is
outside of the system, it may
only be possible to infer
purpose from construction
and access behaviors.

It is infeasible for me to have technical
control over purposes. With
appropriate feedback, however,
I can exercise social control to
restrict intrusion, unethical, and
illegal usage.

Table 3.7 Evaluation criteria for video media spaces [38].

Evaluation criteria Description
Trustworthiness Systems must be technically reliable and instill confidence in

users.

Appropriate timing Feedback should be provided at a time when control is most
likely to be required.

Perceptibility Feedback should be noticeable.

Unobtrusiveness Feedback should not distract or annoy.

Minimal intrusiveness Feedback should not involve information which compromises.

Fail-safety The system should minimise information capture, construction
and access by default.

Flexibility Mechanisms of control over user and system behaviors may need
to be tailorable.

Low effort Design solutions must be lightweight to use.

Meaningfulness Feedback and control must incorporate meaningful
representations.

Learnability Proposed designs should not require a complex model of how the
system works.

Low-cost Naturally, we wish to keep costs of design solutions down.
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acknowledging the complex nature of the design space. However, one
could imagine a pattern language such as Chung et al.’s providing such
design options.

3.5.2.2 Risk Analysis

Risk management has long been used to prioritize and evaluate risks
and to develop effective countermeasures. The use of risk analysis is
less common in the HCI and Human Factors communities, although
it has been employed to evaluate risks in systems where humans and
computers interact, e.g., aviation [217]. However, only recently have
risk analysis models been developed in the HCI literature specifically
to tackle privacy issues in IT.

Hong et al. proposed using risk analysis to tackle privacy issues
in ubicomp applications [146]. Their process enhances standard risk
analysis by providing a set of social and technical questions to drive
the analysis, as well as a set of heuristics to drive risk management. The
analysis questions, shown in Table 3.7, are designed to elicit potential
privacy risks for ubicomp applications. The authors propose a semi-
quantitative risk evaluation framework, suggesting to act upon each
identified risk if the standard “C < LD” equation is satisfied.10 To
evaluate the components of this formula, a set of risk management
questions are used, listed in Table 3.9.

One important point of Hong et al.’s framework is that it requires
the designer to evaluate the motivation and cost of a potential attacker
who would misuse personal information. The economic aspect of such
misuse is important because it can help in devising a credible risk
evaluation strategy and represents the implicit assumption of analysis
performed by regulatory entities. Although risk analysis is a fundamen-
tal component of security engineering, many aspects of design in this
domain cannot be easily framed in a quantitative manner, and a qual-
itative approach may be necessary. Also, quantitative approaches may
prove misleading, failing to consider user perceptions and opinions [45].

10 C = cost of adequate protection; L = the likelihood that an unwanted disclosure of
personal information occurs; D = the damage that happens on such a disclosure.
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Table 3.8 Ubicomp privacy risk analysis questions [146].

Social and organizational context
• Who are the users of the system? Who are the data sharers, the people sharing

personal information? Who are the data observers, the people that see that
personal information?

• What kinds of personal information are shared? Under what circumstances?
• What is the value proposition for sharing personal information?
• What are the relationships between data sharers and data observers? What is the

relevant level, nature, and symmetry of trust? What incentives do data observers
have to protect data sharers’ personal information (or not, as the case may be)?

• Is there the potential for malicious data observers (e.g., spammers and stalkers)?
What kinds of personal information are they interested in?

• Are there other stakeholders or third parties that might be directly or indirectly
impacted by the system?

Technology
• How is personal information collected? Who has control over the computers and

sensors used to collect information?
• How is personal information shared? Is it opt-in or is it opt-out (or do data sharers

even have a choice at all)? Do data sharers push personal information to data
observers? Or do data observers pull personal information from data sharers?

• How much information is shared? Is it discrete and one-time? Is it continuous?
• What is the quality of the information shared? With respect to space, is the data at

the room, building, street, or neighborhood level? With respect to time, is it
real-time, or is it several hours or even days old? With respect to identity, is it a
specific person, a pseudonym, or anonymous?

• How long is personal data retained? Where is it stored? Who has access to it?

Table 3.9 Risk management questions [146].

Managing privacy risks
• How does the unwanted disclosure take place? Is it an accident (for example, hitting

the wrong button)? A misunderstanding (for example, the data sharer thinks they
are doing one thing, but the system does another)? A malicious disclosure?

• How much choice, control, and awareness do data sharers have over their personal
information? What kinds of control and feedback mechanisms do data sharers have
to give them choice, control, and awareness? Are these mechanisms simple and
understandable? What is the privacy policy, and how is it communicated to data
sharers?

• What are the default settings? Are these defaults useful in preserving one’s privacy?
• In what cases is it easier, more important, or more cost-effective to prevent

unwanted disclosures and abuses? Detect disclosures and abuses?
• Are there ways for data sharers to maintain plausible deniability?
• What mechanisms for recourse or recovery are there if there is an unwanted

disclosure or an abuse of personal information?
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An interesting qualitative approach to risk analysis for ubicomp is
provided by Hilty et al. [141]. They suggest using a risk analysis process
based on risk screening and risk filtering. In the screening phase, an
expert panel identifies relevant risks for a given application (thus using
the expert’s experience directly, instead of checklists like Hong et al.’s).

In the filtering phase, experts prioritize risks according to several
criteria that respond to the precautionary principle. According to the
precautionary principle, risk management should be “driven by making
the social system more adaptive to surprises” [177]. They suggest to
filter risks according to qualitative prioritization based on the following
criteria [141]:

— Socioeconomic irreversibility (Is it possible to restore the sta-
tus before the effect of the technology has occurred?)

— Delay effect (is the time span between the technological cause
and the negative effect long?)

— Potential conflicts, including voluntariness (Is exposure to
the risk voluntary?) and fairness (Are there any externali-
ties?)

— Burden on posterity (Does the technology compromise the
possibilities of future generations to meet their needs?)

The authors used this framework to analyze the social and technical
risks of ubicomp technologies, including their social and environmen-
tal impact. However, while their heuristics are adequate for analyz-
ing large scale social risks, they may not be adequate for risks arising
at the interpersonal level. Furthermore, even qualitative risk analy-
sis may be inadequate, because security and privacy design decisions
interact with issues that cannot be modeled as risks, both internal (e.g.,
application usefulness), and external (e.g., regulatory requirements) as
pointed out in work by Hudson and Smith [148] and Barkhuus and
Dey [30].

3.5.2.3 Functionality- and Goal-Oriented Analysis

One of the difficulties in identifying privacy requirements is that they
are often non-functional characteristics of a product and are difficult to
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enumerate exhaustively. Patrick and Kenny’s Privacy Interface Anal-
ysis (PIA) is a process to systematically identify vulnerabilities in
privacy-sensitive user interfaces [230]. In PIA, designers describe the
service or application using UML case models and derive the necessary
interface functionalities from them. Then, they consider each function-
ality with respect to the principles of transparency, finality and use
limitation, legitimate processing, and legal rights. Patrick and Kenny
combine a functionality-oriented analysis process with an evaluation of
the legal and social legitimacy of a given application. However, their
process is relatively time consuming.

STRAP (Structured Analysis Framework for Privacy) also attempts
to facilitate the identification of privacy vulnerabilities in interactive
applications [163]. STRAP employs a goal-oriented, iterative analysis
process, and is composed of three successive steps: vulnerability anal-
ysis, design refinement, and evaluation. The analyst starts by defin-
ing the overall goals of the application and recursively subdividing
these goals into subgoals in a tree-like fashion. Specific implementa-
tions are then attached to the leafs of this recursive goal definition
tree, and vulnerabilities are then identified for each, leading to privacy
requirements.

Jensen compared STRAP’s performance with PIA’s [230], Bellotti
and Sellen’s framework [38], and Hong’s Risk Analysis framework [146].
The results of this evaluation encouragingly suggest that designers
using STRAP identified more privacy issues and more quickly than
the other groups. Jensen notes, however, that the design of a shared
calendaring system used in the study did not overlap with the applica-
bility domain of the frameworks developed by Bellotti and Sellen and
by Hong et al. This underscores the importance of tightly defining the
scope of design methods.

3.5.2.4 Proportionality

Iachello and Abowd proposed employing the principle of proportion-
ality and a related development process adapted from the legal and
Data Protection Authority communities to analyze privacy [152]. In a
nutshell, the proportionality principle asserts that the burden on stake-



3.5 Privacy Frameworks 89

holders of any IT application should be legitimate, i.e. compatible with
the benefits of the application. Assessing legitimacy implies a balancing
between the benefits of data collection and the interest of the data sub-
ject in controlling the collection and disclosure of personal information.
This balancing of interests is employed by the European data protection
community and in the United States, by the Supreme Court [278].

Iachello and Abowd further propose to evaluate design alternatives
at three stages of an iterative development process: at the outset of
design, when application goals are defined (this part of the analysis is
called the “desirability” judgment); during the selection of a technology
to implement the application goals (this part is called “appropriate-
ness”); and during the definition of “local” design choices impact-
ing parameters and minor aspects of the design (this part is called
“adequacy”).

Iachello and Abowd evaluated the proportionality method in a con-
trolled experiment with Hong’s risk analysis [146], Bellotti and Sellen’s
method [38], and, as a control condition, Design Rationale [200]. The
results of the evaluation show that none of the participants in the four
conditions identified all the privacy issues in the application. Each
design method prompted the participants of the evaluation to probe
a certain set of issues, based on the questions that were included in the
design framework. Moreover, the level of experience of the participants
and the amount of time employed to perform the analysis were better
correlated than the design method used with the number of privacy
issues identified by each participant [151].

The results of this study suggest that, again, the scope of the design
method strongly influences its effectiveness in analyzing specific design
problems. Second generation design methods [99] can help in the pri-
vacy requirements analysis by forcing designers to think through the
design as extensively as possible.

3.5.3 Modeling Frameworks

The third type of “design methods” we discuss are modeling frame-
works. Some modeling frameworks, such as k-anonymity [274] and the
Freiburg Privacy Diamond [314], are heavily influenced by information
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theory. They describe exchanges of information mathematically, which
allows for requirements to be tightly defined and verified. Given the
lack of reference to the human user, however, these frameworks are not
used in the HCI community. Instead, HCI researchers have focused on
economic and behavioral models.

3.5.3.1 Economic Frameworks and Decision-Making
Models

Researchers have developed economic models to describe individuals’
decision making in the disclosure of personal information. Early work
in this area includes Posner’s and Stigler’s work in the late 1970s [235,
271]. In particular, Posner argues that privacy is detrimental from an
economic standpoint because it reduces the fluidity of information and
thus market efficiency.

Posner predicts markets for personal information, where individuals
can freely trade their personal data. Varian argues that from an eco-
nomic analysis standpoint, personal information could be protected by
associating with it an economic value, thus increasing the cost of collect-
ing and using it to an equitable balance [288]. In these markets, data
users pay license rights to the data subjects for using their personal
information. Similar markets exist already (i.e., credit and consumer
reporting agencies). However, critics of these economic models ques-
tion whether increased fluidity actually provides economic benefit [212].
It should be noted that these markets are quite incompatible with the
underlying assumptions of data protection legislation such as EU Direc-
tive 95/46, which treats personal information as an unalienable object
and not as property.

Varian takes a more pragmatic approach, suggesting that disclosure
decisions should be made by balancing the costs and the subjective ben-
efits of the disclosure [288]. Researchers have also developed economic
models to describe disclosure behaviors. For example, Vila et al. have
developed a sophisticated economic model to explain the low effec-
tiveness of privacy policies on web sites [291]. Acquisti explains why
Privacy-Enhancing Technologies (PETs) have not enjoyed widespread
adoption, by modeling the costs and expected benefits of using a PET
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versus not using it, treating users as rational economic agents [7].
Acquisti also argues that economics can help the design of privacy in
IT by identifying situations in which all economic actors have incen-
tives to “participate” in the system (e.g., in systems that require the
collaboration of multiple parties, such as anonymizing networks). He
further contends that economics can help in identifying what informa-
tion should be protected and what should not, for example, by iden-
tifying situations in which the cost of breaching privacy is lower than
the expected return (a basic risk analysis exercise).

The main limitation of economic models is that the models’ assump-
tions are not always verified. Individuals are not resource-unlimited
(they lack sufficient information for making rational decisions), and
decisions are often affected by non-rational factors such as peer pres-
sure and social navigation [8]. One explanatory theory Acquisti and
Großklags discuss is that of bounded rationality, i.e., that individuals
cannot fully process the complex set of risk assessments, economic con-
straints, and consequences of a disclosure of personal data.

Acquisti and Großklags’ research casts serious doubts on whether
individuals are capable of expressing meaningful preferences in relation
to data protection. While in interpersonal relations, individuals have a
refined set of expectations and norms that help decision-making and a
fine-grained disclosure or hiding process, the same is not true for data
protection disclosures.

The Approximate Information Flows (AIF) framework proposed by
Jiang et al. [168] combines ideas from economics and information the-
ory. In AIF, Jiang et al. state the Principle of Minimum Asymmetry:

“A privacy-aware system should minimize the asym-
metry of information between data owners and data
collectors and data users, by decreasing the flow of
information from data owners to data collectors and
users and increasing the [reverse] flow of informa-
tion. . . ” [168]

To implement this principle, the authors propose a three-pronged
strategy. First, personal information should be managed by modulating
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and enforcing limits on the persistency (retention time), accuracy (a
measure of how precise the data is), and confidence (a probability
measure that the data is correct) of information within an information
system. Second, the personal information lifecycle should be analyzed
according to the categories of collection, access, and second use. Third,
at each of these stages, the system should provide ways to prevent, avoid,
and detect the collection, access and further use of personal information.

The authors used AIF to analyze several technologies and appli-
cations, such as P3P, and feedback and control systems, to show how
these fit within the framework. However, this model has some limita-
tions. First, the authors have used AIF as an analytic tool, but it has
not been used as a design model. Second, all data users are expected
to comply with the AIF model and respect the constraints on the use
and interpretation of personal data. Finally, there is a potential conflict
between this approach and data protection legislation in certain juris-
dictions, because data protection legislation requires data controllers to
guarantee the integrity and correctness of the data they are entrusted
with, which is incompatible with the idea of data “decay” proposed by
the AIF framework.

3.5.3.2 Analytic Frameworks

Analytic frameworks attempt to answer the question “what is privacy”
in a way that is actionable for design purposes. For example, Multilat-
eral Security is an analysis model for systems with multiple competing
security and privacy requirements [210, 242]. One of the innovations
of Multilateral Security is that it frames privacy requirements as a
special case of security requirements. According to Multilateral Secu-
rity, security and privacy are elements of the same balancing process
among contrasting interests. The aim is to develop technology that is
both acceptable to users and profitable for manufacturers and service
providers. Multilateral Security asserts that designers must account for
all stakeholders’ needs and concerns by

— considering and negotiating conflicting requirements,
— respecting individual interests, and
— supporting user sovereignty.
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Consequently, Multilateral Security highlights the role of design-
ers in producing equitable technology, and that of users who must be
“empowered” to set their own security or privacy goals [310]. Multi-
lateral security was applied to several case studies, including a deploy-
ment of a prototype mobile application for “reachability” management
for medical professionals (i.e., brokering availability to incoming phone
calls) [243].

A different model is offered by Lederer et al.’s deconstruction of
the privacy space [193]. According to Lederer et al., privacy issues can
be classified along six dimensions (Table 3.10). These dimensions are
obtained from the analysis of prior literature, including Agre [11], Lessig
[195], and Agre and Rotenberg [12]. Privacy issues located in different
positions of the space will have different characteristics and typical
design solutions will be different. Unfortunately, Lederer et al. do not
describe what design solutions should be used for applications in various
locations of this analytical space. Thus, Lederer et al.’s framework is
a good candidate for a privacy vocabulary and as a descriptive model,
but currently does not necessarily help as an aid to design.

In addition to general models, constrained models exist for specific
applications. Adams presents a model to analyze perceived infringe-

Table 3.10 Privacy dimensions [193].

Dimension Description
Feedback and
control

Different privacy-related systems employ different ratios, degrees, and
methods of feedback about and control over the disclosure process.

Surveillance vs.
Transaction

Surveillance relates to continuous observation and collection of
personal information (e.g., surveillance cameras). Transactions are
identifiable events in which personal information is exchanged
(e.g., purchase on the internet).

Interpersonal
vs. Institutional

Distinction between revealing sensitive information to another person
and revealing it to industry or the state. Similar to our distinction
of personal privacy and data protection in Section 2.2.2, limited to
the recipient of personal information.

Familiarity The degree of acquaintance of the recipient to the disclosing party and
vice-versa.

Persona vs.
Activity

Whether the information relates describes the individual (e.g., age,
address) or her actions (e.g., crossing an automatic toll booth).

Primary vs.
Incidental

Here we distinguish between whether the sensitive information is the
primary content or an incidental byproduct of the disclosure.
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ments of privacy in multimedia communication systems [9]. Through
several user evaluations, she identified three factors that influence peo-
ple’s perceptions of these systems: information sensitivity, i.e., how pri-
vate a user considered a piece of information; information receiver, i.e.,
who the person receiving the information was; and information usage,
i.e., how the information will be used.

Boyle and Greenberg define a language for privacy in video media
spaces, i.e., networked teleconferencing and awareness applications
using digital video and audio feeds. Boyle and Greenberg provide a
comprehensive summary of research on privacy in media spaces [45].
They claim that in these applications, designers must consider at least
the following privacy issues:

— Deliberate privacy abuses.
— Inadvertent privacy violations.
— Users’ and nonusers’ apprehensiveness about technology.

Boyle and Greenberg also propose deconstructing the far-reaching
concept of privacy into three aspects: solitude (“control over one’s
interpersonal interactions,” akin our definition personal privacy),
confidentiality (“control over other’s access to information about one-
self,” i.e., informational self-determination), and autonomy (“control
over the observable manifestations of the self,” also related to a con-
cept of personal privacy).11 However, Boyle and Greenberg observe that
that there is still insufficient knowledge about the users of this technol-
ogy to draft effective guidelines. Even worse, the authors note that the
very analytic tools currently employed are still inadequate for mapping
system functions (e.g. “open a communication channel”) to individual
preferences and actions.

3.5.3.3 Conclusions on Modeling Frameworks

Patterns and guidelines are similar in many respects because they
provide a standard set of typical solutions to the designer and are
popular due to their relatively simple structure and ease-of-use. For

11 Quotes from Boyle and Greenberg [45].
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well-established domains and technologies these can be very useful.
However, it becomes very difficult to apply them when the scope
and level of generality of the guideline do not match with the
design task.

Process methods standardize the analysis and design process, and
increase the coverage of the design space by considering as many ques-
tions and issues as possible upfront. The proponents of modeling frame-
works attempt to proceed one step further, by systematizing factual
knowledge about privacy in general structures that can be used for
many types of applications. However, experimental evidence and our
review of the literature suggest that the privacy design space may be
too broad to be systematized in one single framework or model. If dif-
ferent methods address different parts of the design space, one option
for attempting to increase analytic and design thoroughness would be
to combine methods.

While this is indeed possible, we believe that a combined method
would be even more difficult to validate and would not be adopted
easily. An alternative to creating a large unified analysis process would
be to document a modular toolbox of privacy heuristics that can be
used upon need with a clear understanding of their limitations and
contributions. This privacy toolbox should clearly indicate for what
applications and social settings certain approaches are more effective,
and what the designer can expect from them. We will return to this
subject in Section 4.3.



4
Trends and Challenges in Privacy HCI Research

In the previous chapters, we provided an overview of the research land-
scape of HCI as it relates to privacy. As a conclusion to this article, we
outline several trends that are changing the privacy landscape, as well
as major research challenges in the field. While the research subfields
reviewed in Chapter 3 tackle a specific aspect of privacy in HCI, we
focus here on five “grand challenges” that span several subfields:

— Developing more effective and efficient ways for end-users to
manage their privacy.

— Gaining a deeper understanding of people’s attitudes and
behaviors toward privacy.

— Developing a “Privacy Toolbox.”
— Improving organizational management of personal data.
— Reconciling privacy research with technological adoption

models.

Below, we outline each of these trends, indicate where we see current
research headed, and what are the challenges facing researchers and
practitioners.

96
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4.1 Better Ways of Helping End-Users Manage
Their Personal Privacy

It is becoming increasingly difficult to manage personal privacy as infor-
mation and communication technologies become pervasive. Personal
information is fragmented across a number of devices, applications,
web sites, and organizations, each with different user interfaces, noti-
fications, and management policies. We argue that we need new
approaches for alleviating the burden of managing users’ personal
privacy.

Information and communication technologies increasingly preserve
information about the individuals using them1 and surveillance sys-
tems are spreading into the workplace (in the form of email and web
monitoring) and to other spheres of daily activity (e.g., broadcasting
the interior of night clubs, bars, or beaches [47]). Often, these systems
collect information unbeknownst to the user. Furthermore, the devel-
opment of digital sensors has enabled the collection of novel types of
information in everyday situations (e.g., automatic toll payment sys-
tems based on RFID and license plate recognition [107], implantable
sensors monitoring the health of patients [201], monitoring systems
deployed in the homes of elderly people [33]). Technical and economic
considerations suggest that sensing technologies will become a ubiq-
uitously present infrastructure, open for use by individuals as well as
organizations for a wide array of purposes. A distinctive characteris-
tic of these systems is that the interaction is increasingly becoming
implicit, out of the scope of control of Norman’s “Seven Steps of Inter-
action” [222]. This kind of implicit interaction requires new mecha-
nisms for managing the resulting risks to personal information and
privacy.

One possible solution to the problems above is to develop more
effective and less burdensome user interfaces for helping people make
good decisions. A key challenge here is that there is currently no agree-
ment as to what kinds of interaction styles are best for each type of
information disclosure. Rule- or policy-based mechanisms may be sub-

1 For example, personal video recorders capture a person’s television viewing habits, mobile
phones contain photos, call history, instant messages, and contacts, etc.
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optimal for many applications, as discussed in Section 3.2.2. Other
interaction styles, such as social translucency and plausible deniability,
might be able to achieve comparable effects with far less burden and
with a greater sense of control [22], but there are no clear guidelines on
how to build plausible deniability into computing systems. Ambiguity
has been discussed as a design resource in other contexts (e.g., games)
[113], and we believe it will become an increasingly important design
element in the context of privacy. In short, there needs to be much
more work to determine the efficacy of these different ideas in a wider
range of contexts.

Another possibility is to consider a better division of labor that
helps shoulder the burden of managing personal privacy. A consen-
sus is slowly building in the research community that privacy-sensitive
applications cannot make all data transfers explicit, nor require users to
track them all. The related UIs and interaction patterns would simply
be too complex and unwieldy. From a data protection viewpoint, expe-
rience shows that most data subjects are unable or unwilling to control
all disclosures of personal information, and to keep track of all par-
ties that process their personal data [58, 91]. Distributing the burden
of managing one’s personal privacy across a combination of operat-
ing systems, networking infrastructure, software applications, system
administrators, organizations, and third parties could help address this
problem. Ideally, these entities would provide advice to users or make
trusted decisions on their behalf, with the ultimate goal being to reduce
the overall effort required to make good decisions. Taking email spam
as an example, multiple entities — including ISPs, local system admin-
istrators, and automatic filters — all contribute to reducing the amount
of spam that end-users receive. Here, it makes sense to share the costs
of spam reduction since the hardship would otherwise be borne by a
large number of individuals.

Trusted proxies are another example of a third-party organization
that can help manage privacy. For instance, MedicAlert is a paid ser-
vice that stores personal medical records and forwards them to first
responders in the case of medical emergencies. Such organizations,
either not-for-profit (like MedicAlert), or for-profit (regulated by a ser-
vice contract), could include:
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— Evaluation clearinghouses, that indicate what products and
services to trust. For example, SiteAdvisor [260] evaluates
web sites’ spam, popup, and virus risks, and provides ratings
via a web browser plug-in.

— Services that hold users’ location information and disclose it
in case of emergency or subpoena, similar to current mobile
telecom operators.

— A service that seeds suspected privacy violators with fake
personal data and tracks how that data is used and shared.

— A service that checks if an individual reveals too much per-
sonal information online and is at risk for identity theft [275].

In summary, privacy protection is a “systemic property” that
requires support at all levels. However, special care should be exer-
cised in allocating responsibility and oversight correctly, because the
business goals of many organizations may not be aligned with those of
the users, as suggested by recent controversies over security leaks at
large personal data brokerage firms [295, 298].

4.2 A Deeper Understanding of People’s Attitudes
and Behaviors toward Privacy

The second challenge is in gaining a deeper understanding of the behav-
iors of individuals toward privacy-affecting systems, at all levels of inter-
action.

One area where research is needed is better understanding of users’
behavior with warnings and notifications. There are many difficult
forces to balance in creating an effective warning system. Warnings
must be visible, comprehensible, understandable, and plausible to end-
users [64, 309]. Cranor has also argued that warnings need to be tied
to clear actions,2 and be designed so that users keep doing the right
thing (rather than ignoring or turning them off). A counterexample to
almost all of the above would be standard warning dialogs, most of
which are simply dismissed because they get in the way of the user’s
primary goals.

2 Echoing the UI design advice in Section 3.2: “Present choices, not dilemmas.”



100 Trends and Challenges in Privacy HCI Research

A second needed line of research is in understanding how attitudes
and behaviors toward privacy-affecting systems evolve and reconcile
over time. For example, recent research has shown that behavior in
privacy matters often differs from stated preferences, for a variety of
reasons [267]. Acquisti and Gross have even shown that on the Face-
book social networking site, people perceived others as revealing too
much information despite revealing a great deal of information about
themselves [128].

A third needed line of work is that of understanding how to influ-
ence the behavior of users. For example, Jagatic et al. provide a strik-
ing instance of how publicly available information gathered from social
networking web sites can be used to trick people into giving up per-
sonal information, such as passwords. They showed that individuals are
more likely to fall for phishing attacks if the sender is from their exist-
ing social network [160]. These attacks are known as spear-phishing,
or context-aware phishing. By incorporating sender information mined
from a social networking site, they showed that scam emails were much
more effective in deceiving the targets. Two other examples of research
that would fall into this category include convincing people not to abuse
other people’s trust (for example, cyber-stalking a person), and per-
suading people that they can do simple things to protect their privacy
online.

Here, one challenge is that the very behaviors under scrutiny are not
stable, but evolve with the adoption of new technologies. For example,
the surge of identity theft and the enactment of legislation countering
it suggests that the public is becoming slowly, if painfully, aware of the
risks of combining personal information from multiple data sources. On
the other hand, the availability of personal information from multiple
sources has transformed the previously difficult task of constructing
individuals’ profiles into a fairly trivial activity [227]. It is not uncom-
mon for people to “google” potential dates and prospective employ-
ees and find past postings on message boards, photographs, and with
some effort, information on political affiliations, social networks, crim-
inal records, and financial standing.

Furthermore, the willingness of people to ultimately accept these
technologies despite the intrinsic risks shows that HCI researchers
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should not trust stated preferences relative to unknown technologies,
but analyze the use of the technologies in practice. We discuss this
point further below in Section 4.5 in relation to acceptance.

To summarize, we see an increasing role for “behavioral” research in
HCI relative to privacy. The cost of this kind of research is higher than
traditional survey-based or even lab-based experiments. However, we
are convinced that the nature of the issues revolving around privacy
demand this additional expense if the goal is to obtain credible and
generalizable results.

4.3 Developing a “Privacy HCI Toolbox”

A third “grand challenge” is providing more support to guide the devel-
opment of privacy-sensitive systems. Design teams often have to grope
through a design space, relying primarily on their intuition to guide
them. What is needed are better methods, tools, guidelines, and design
patterns to help teams iteratively design, implement, and evaluate
applications.

With respect to design, we believe that there would be great value in
developing an organic privacy toolbox. This privacy toolbox would be a
catalog of privacy design methods and models, with an indication of the
applications and social settings each can be applied to. Practitioners
could then choose to use these tools with a full understanding of their
contributions and limitation. We would like to stress that we are not
proposing to develop a Software Engineering “methodology” [265] —
our proposal is simply a coherent collection that assists practitioners.

An initial catalog of design techniques for privacy and HCI would
be relatively easy to devise. For example, we mentioned above that the
FIPS are particularly fit for large personal data processing enterprises
and have been adapted to novel technologies, both in the technical
literature [112, 186] and in the Data Protection Authority commu-
nity. Similarly, privacy guidelines, patterns, and risk models could help
designers in specific, well delimited, circumstances [55, 152, 230].

A precise description of method applicability is essential. Thus, the
toolbox should include a selection process, based on criteria includ-
ing the application domain, the deployment context, and the type of
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privacy and security issues involved (e.g., personal privacy, data protec-
tion, sensitive information, etc.). A credible selection process requires
the testing of the various methods’ effectiveness and usefulness, which
is by far the most challenging aspect of this idea.

With respect to implementation, design teams are sorely lacking
tools, frameworks, and reusable UI components and metaphors for cre-
ating privacy-sensitive systems. Examining the evolution of the graph-
ical user interface (GUI) may help chart a research agenda to address
this need. Similar to GUI components, we could develop reusable pri-
vacy tools, services, and toolkits for building privacy-sensitive UIs.
Some possibilities include specialized GUI widgets and interaction
techniques for helping end-users manage their personal privacy, new
visualizations and user interfaces for helping administrators set pri-
vacy policies and manage large collections of personal information, and
model-based user interfaces for weaving and enforcing privacy through-
out the entire UI.

Developers should also pay attention to seemingly innocuous tech-
nologies that may have unintentionally negative privacy implications
(e.g., cookies in web browsers). Verification techniques able to iden-
tify these issues upfront, before deployment, would be very beneficial.
However, the unpredictable nature of emergent use suggests that sys-
tematic techniques for identifying these issues may be very difficult to
devise.

Finally, regarding evaluation, design teams need techniques specific
to privacy, similar to heuristic evaluation and cognitive walkthrough.
There is a general lack of understanding on how to evaluate the quality
of a design with respect to privacy. This challenge is exacerbated by the
rarity of documented privacy breaches, by the disconnect between the
time and place of the actual privacy breach and when the user becomes
aware of it, and by the ever-shifting attitudes and behaviors of users
becoming familiar with new technologies.

Several techniques have been employed to address these challenges,
such as presenting realistic previews of features (e.g., with the scenar-
ios discussed in Section 3.1.6), sampling people’s reactions to privacy
concerns through remote usability tests and remote surveys, etc. Some
work has also been already done on adapting QOC and heuristic eval-
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uation (e.g., Bellotti and Sellen’s QOC technique [37]). Other promis-
ing, yet unexplored, approaches are the use of cognitive walkthroughs
tailored for privacy, as well as improved methods for conducting user
studies to elicit possible privacy concerns. However, work on validating
these techniques to assess their effectiveness is necessary before practi-
tioners will be willing to embrace them.

4.4 Better Organizational Practices

The fourth research challenge encompasses the development of tools for
managing personal information within organizations.

Several authors have pointed out that information security software
often fails not due to technical causes, but because of issues of man-
agement and control of the people operating the technology [208, 255].
In his study of Automatic Teller Machines (ATM) failures, Anderson
indicated that the three main reasons for failure were program bugs,
interception of mail containing ATM cards, and theft and fraud by
insiders [19]. Similarly, reports of privacy breaches show that many
breaches are attributable to those responsible for safeguarding the data,
for example, airlines providing data to third parties [20], or consumer
reporting agencies providing personal data to outsiders pretending to
be legitimate customers [295].

The privacy breaches mentioned above indicate that helping orga-
nizations create and enforce effective privacy policies is a significant
research challenge that should also involve researchers both in HCI
and CSCW. Corporate caretakers of personal information are becom-
ing increasingly aware of the importance of privacy. Many companies
have defined policies and procedures for handling personal information,
and a few have gone so far as creating the position of Chief Privacy
Officer. Some of these programs have been enacted voluntarily, under
pressure by the market to curb privacy breaches. Other organizations
have implemented these changes to comply with legislation such as EU
Directive 95/46 or HIPAA.

Knowledge in this area is in part hidden behind corporate
walls, and the academic community has largely ignored these issues.
This lack of attention in academia is worrying, because manage-
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ment of personal information is one of the most challenging aspects
of IT security today [178]. Much more work is needed in this
domain, and specifically in three areas: (1) defining privacy poli-
cies, (2) implementing and enforcing them, and (3) auditing system
performance.

With respect to the first issue, we need better tools for defining pri-
vacy policies, both at the level of the organization and in relation to its
IT systems. Industry standards and procedures could be very helpful
to draft policies [150], but require an open dialogue between industry
and academia with which many commercial organizations may still be
uncomfortable. Once policies are drafted, tools such as IBM’s SPAR-
CLE [172] could be used to convert the policies into machine-readable
form, facilitating implementation. One fundamental open question is
whether a machine-readable privacy policy language (e.g., P3P) can be
comprehensive enough to model all possible requirements and organi-
zational assumptions.

Second, we need more support for implementing and enforcing pri-
vacy policies. These challenges rest both with the people and the
technology involved in the personal data processing. The technical
implementation of privacy policies has been the topic of systems
research [24], and some of those ideas have been incorporated into com-
mercial products (e.g., IBM’s Tivoli product line). It is worth noting
that the challenge of enforcement is exacerbated as we move toward
mobile and ubiquitous computing environments. A single, unaccounted
mobile device can create massive problems for an organization that
are difficult to remedy. For example, because most laptops are config-
ured to tunnel through corporate firewalls, a company would have to
assume that a lost or stolen laptop could be used to breach network
security. There have also been many incidents of laptops containing
personal data on thousands of people being stolen or lost. Incidents
like these dramatically expose organizations’ vulnerability to large-scale
identity theft.

Technical considerations aside [42, 240], there are also consider-
able acceptance challenges to implementing a privacy management
program within an organization. Developing the “human” side of the
policies should be a priority for the MIS and CSCW communities,
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as shown by the work by Adams and Blandford. Adams and Bland-
ford discuss the effects of the introduction of access control systems
to patient data within a health care settings [10]. They studied two
hospitals through in-depth interviews, focus groups, and observations,
and found that in one hospital, a user-centered approach resulted in
a collaborative system that was accepted and used by the organiza-
tion, but still clashed with existing working practices. In the second
hospital, poor communication to workers about IT security resulted
in their misuse by some employees, who viewed them as a tool of
social control. Similarly Gaw et al. observed that email encryption tools
can fail adoption because of social pressure and perceptions of one’s
identity [115].

Finally, the privacy community needs better tools for perform-
ing audits, probing data processing practices, and tracing information
leaks. The former tools would ensure that information is not being
leaked accidentally (e.g., being published on web sites, such as in a case
with AOL [167]) or intentionally. The latter tools would ensure that any
published information can be traced back to the original owner so that
appropriate corrective actions can be taken.

Sasse reflects on the current “usability disaster” afflicting security
technology and suggests two courses of action for recovery [250]. She
suggests using HCI techniques to analyze the cognitive demands of
security technologies such as password schemes. Sasse also suggests
using these techniques to predict expected behaviors, such as users
writing down hard-to-remember passwords. In fact, Sasse points out
relevant research challenges, noting that carelessness for security and
privacy depends largely on user attitudes. One possible way of fostering
secure behavior is to make it the preferable option, that is devising
technologies that are secure by default. We took a similar stance above
in Section 3.3.3, when we discussed the option of motivating users to
adopt more secure behaviors.

In summary, since HCI researchers have started to study how secu-
rity technology is used in the real world [82], security and privacy man-
agement should be viewed as a major and promising item requiring
much additional research.
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4.5 Understanding Adoption

Finally, the fifth emerging theme that we see emerging is the conver-
gence of research on privacy with research on end-user technological
acceptance and adoption. The main evidence supporting this trend is
(1) that privacy expectations and perceptions change over time as peo-
ple become accustomed to using a particular technology, and (2) that
privacy concerns are only one of several elements involved in the success
of a particular application.

In Section 3.1, we described some methods that have been employed
to understand user needs; however, it is still difficult to assess what the
potential privacy impact will be before actually deploying a system.
A typical process is to develop a full system (or new feature), deploy
it, and then wait for negative responses from the public or the media,
fixing or canceling the system in response.3 However, it is well known
that modifying an existing system late in the design cycle is an expen-
sive proposition. There is a strong need for better methods and tools
for quickly and accurately assessing potential privacy risks as well as
end-user privacy perceptions. To illustrate this argument, we consider
the acceptance history of ubiquitous computing technologies, which
have been hotly debated for the past 15 years over their effects on
privacy.

3 Part of the reason for this casual approach is that many developers do not expect such
negative reactions from their work. For example, in September 2006, Facebook, a social
networking site targeted at college students, added two new features to their site, News
Feed, and Mini-Feed [175]. News Feed was a content module that showed what recent
changes had occurred with friends and when. For example, News Feed would show that
a friend had joined a group recently or had added another person as a friend. Similarly,
Mini-Feed lets others see what recent changes an individual had made to their profile.
What is interesting is that, although all of this information was already publicly available
through a person’s Facebook profile, these features generated a tremendous amount of
resentment from Facebook users, over concerns of being stalked and a lack of appropriate
privacy controls in one’s joining or leaving a certain social group.

Facebook’s experience is far from exceptional. Many other projects have faced similar
concerns. For example, in 1990, Lotus proposed to sell a Housing Marketplace CD which
provided directory information on the buying habits of 120 million people in the United
States [13]. That project was canceled due to privacy concerns. In 1999, Intel proposed
to add unique IDs to each of their processors, to facilitate asset management and pro-
vide hardware-based certificates [203]. Intel quickly reverted to disabling this feature by
default.
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4.5.1 A Story of Rejection And Acceptance:
The Importance Of Value Propositions

Xerox PARC’s initial foray into ubiquitous computing in the late 1980’s
provides an instructive case study on privacy. While groundbreaking
research was being conducted at PARC, researchers in other labs (and
even at PARC) had visceral and highly negative responses to the entire
research program. Harper quotes one colleague external to the research
team which developed Active Badges as saying:

“Do I wear badges? No way. I am completely against
wearing badges. I don’t want management to know
where I am. No. I think the people who made them
should be taken out and shot... it is stupid to think
that they should research badges because it is techno-
logically interesting. They (badges) will be used to track
me around. They will be used to track me around in my
private life. They make me furious.” [137]

The media amplified the potential privacy risks posed by these tech-
nologies, publishing headlines such as “Big Brother, Pinned to Your
Chest” [62] and “Orwellian Dream Come True: A Badge That Pin-
points You” [261]. Ubiquitous computing was not seen as an aid for
people in their everyday lives, but as a pervasive surveillance system
that would further cement existing power structures. Similar obser-
vations were voiced also in the IT community. For example, Stephen
Doheny-Farina published an essay entitled “Default = Offline, or Why
Ubicomp Scares Me” [80]. Howard Rheingold observed that ubiquitous
computing technologies “might lead directly to a future of safe, efficient,
soulless, and merciless universal surveillance” [244].

One reason for these negative reactions was that PARC’s ubicomp
system was “all or nothing.” Users did not have control on how the
information was shared with others. There were no provisions for
ambiguity. Furthermore, the system provided no feedback about what
information was revealed to others. This resulted in concerns that a
co-worker or boss could monitor a user’s location by making repeated
queries about the user’s location without that user ever knowing.
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A second important reason for these reactions lays in the way the
ubiquitous computing project itself was presented. The researchers
often talked about the technological underpinnings, but had few
compelling applications to describe. Thus, discussions often revolved
around the technology rather than the value proposition for end-users.
To underscore this point, once researchers at PARC started talking
about their technology in terms of “invisible computing” and “calm
computing,” news articles came out with more positive headlines like
“Visionaries See Invisible Computing” [248] and “Here, There, and
Everywhere” [297].

Thinking about privacy from the perspective of the value proposi-
tion also helps to explain many of the recent protests against the pro-
posed deployment of Radio Frequency Identification (rfid) systems
in the United States and in England [32]. From a retailer’s perspec-
tive, rfids reduce the costs of tracking inventory, and maintaining
steady supply chains. However, from a customer’s perspective, rfids
are potentially harmful, because they expose customers to the risk of
surreptitious tracking without any benefit to them.

4.5.2 Models of Privacy Factors Affecting Acceptance

The lack of a value proposition in the privacy debate can be analyzed
using “Grudin’s Law.” Informally, it states that when those who benefit
from a technology are not the same as those who bear the brunt of
operating it, then it is likely to fail or be subverted [129]. The privacy
corollary is that when those who share personal information do not
benefit in proportion to the perceived risks, the technology is likely
to fail.

However, a more nuanced view suggests that even strong value
proposition may not be sufficient to achieve acceptance of novel applica-
tions. Eventually, applications enter the hands of users and are accepted
or rejected based on their actual or perceived benefits. HCI practition-
ers would benefit from reliable models of how privacy attitudes impact
adoption. We see two aspects of understanding acceptance patterns:
(1) a “static” view, in which an acceptance decision is made one-off
based on available information, and (2) a dynamic view, in which accep-
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tance and adoption evolve over time. We discuss two working hypothe-
ses of these acceptance models next.

4.5.2.1 Static Acceptance Models

In a renowned article on technology credibility, Fogg and Tseng drafted
three models of credibility evaluation: the binary, threshold, and the
spectral evaluation models [106]. Fogg and Tseng argued that these
models helped explain how different levels of interest and knowledge
affect how users perceive the credibility of a product, thus impacting
adoption. We advance a similar argument here, adopting these three
models with respect to privacy (see Figure 4.1).

The binary evaluation model suggests that the acceptance or rejec-
tion of a technology is impacted by its perception of being trustworthy
(or not) in protecting the user’s privacy. This strategy is adopted by
users who lack the time, interest, or knowledge for making a more
nuanced decision.

The threshold evaluation model is adopted by users with moderate
interest or knowledge in a particular technology. It suggests that a
product is accepted if the perceived trustworthiness is above a certain
threshold. Between these thresholds, a more nuanced opinion is formed
by the user and other considerations are brought to bear, which may
affect an acceptance judgment.

Binary Evaluation

User 
Accepts 

User 
Rejects 

Product does
not protect 
privacy 

Product
protects
privacy 

Threshold Evaluation

User 
Accepts 

User 
Rejects 

Product does
not protect 
privacy 

Product
protects
privacy 

Spectral Evaluation

User 
Accepts 

User 
Rejects 

Product does
not protect 
privacy 

Product
protects
privacy 

Fig. 4.1 Three models of privacy concerns impacting adoption. A simple view of the domain
leads to a binary evaluation model. Increasingly sophisticated understanding allow users to
employ more refined evaluation models (Threshold Evaluation and Spectral Evaluation).
Picture adapted from Fogg and Tseng [106].
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The spectral evaluation model is adopted by users with the resources
and knowledge to form a sophisticated view of a system, and does
not necessarily imply a flat-out rejection or acceptance of a system,
whatever its privacy qualities.

While these models are only informed speculation, we believe that
there is value in studying acceptance in the context of HCI and
privacy. MIS literature on technological acceptance informs us that
adoption hinges on several factors, including usability, usefulness, and
social influences. Social influences also includes social appropriate-
ness and the user’s comfort level, specifically in relation to privacy
concerns [290].

Patrick, Briggs, and Marsh emphasize the issue of trust as an impor-
tant factor in people’s acceptance of systems [229]. They provide an
overview of different layered kinds of trust. These include dispositional
trust, based on one’s personality; learned trust, based on one’s per-
sonal experiences; and situational trust, based on one’s current circum-
stances. They also outline a number of models of trust, which take into
account factors such as familiarity, willingness to transact, customer
loyalty, uncertainty, credibility, and ease of use. There currently is not
a great deal of work examining trust with respect to privacy, but the
reader should be convinced that there is a strong link between trust
and privacy.

One complication of these theories is that the cultural context
affects acceptance. Themes that are hotly debated by a nation’s media
can significantly impact the perception of privacy risks. For example,
a 2003 poll in the European Union showed that privacy concerns vary
by national context based on media attention on the subject [98]. How-
ever, it is not clear how to reliably predict such concerns when moving
from country to country. Perhaps a general survey administered prior
to deployment could be useful in these situations. Finally, other fac-
tors, such as education, socio-economic status, and labor relations can
affect privacy concerns, but we are not aware of any work in these
areas in the HCI community. Clearly, there needs to be more work
focusing on cultural and social context to gain a more refined under-
standing of how the phenomena of acceptance unfolds within a given
user base.
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4.5.2.2 The Privacy Hump

In addition to static acceptance models, HCI practitioners would ben-
efit from reliable models to predict the evolution of privacy attitudes
and behaviors over time [154]. Looking back at past technologies and
understanding the drivers for acceptance or rejection can help formu-
late informed hypotheses going forward.

Our basic assumption is that the notion of information privacy is
constantly re-formulated as new technologies become widespread and
accepted in everyday practice. Some technologies, initially perceived
as intrusive, are now commonplace and even seen as desirable, clearly
demonstrating that peoples’ attitudes and behaviors toward a technol-
ogy change over time. For example, when the telephone was first intro-
duced, many people objected to having phones in their homes because it
“permitted intrusion. . . by solicitors, purveyors of inferior music, eaves-
dropping operators, and even wire-transmitted germs” [102]. These
concerns, expressed by people at the time, would be easily dismissed
today.

We hypothesize that the resistance in accepting many potentially
intrusive technologies follows a curve that we call “the Privacy Hump”
(see Figure 4.2). Early on in the life cycle of a technology, there are
many concerns about how these technologies will be used. Some of these
are legitimate concerns, while others are based more on misunderstand-
ings about the technology (for example, the quote above that phones
could transmit germs). There are also many questions about the right
way of deploying these technologies. Businesses have not worked out
how to convey the right value propositions to consumers, and society
has not worked out what is and is not acceptable use of these technolo-
gies. Many of these concerns are lumped together under the rubric of
“privacy,” or “invasiveness,” forming a “privacy hump” that represents
a barrier to the acceptance of a potentially intrusive technology.

Over time, however, the concerns may fade, especially if the value
proposition of the technology is strong enough. The worst fears do not
materialize, society adapts to the technology, and laws are passed to
punish violators. An example of the former is that most people under-
stand it is appropriate to take a photo at a wedding but not at a funeral.
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Optimistic Phase 

Reactions:  

Users become comfortable with technology

Concerns assuaged by positive experience 

Main research questions: 

How to cement “Architecture of privacy”
(Market, Legal, Social, Technical elements) 

How to optimize application value and  
minimize risks going forward 

Pessimistic Phase 

Reactions:  

Many legitimate concerns 

Alarmist reactions 

Main research questions: 

“Right” way to deploy / facilitate adoption 

Value proposition 

Rules of fair use 

Fig. 4.2 The Privacy Hump, a working hypothesis describing the acceptance of potentially
intrusive technologies. Early in the life cycle of a technology, users have concerns about
how the technology will be used, often couched in terms of privacy. However, if, over time,
privacy violations do not occur, and a system of market, social, legal, and technical forces
addresses legitimate concerns, then a community of users can overcome the hump and the
technology is accepted.

An example of the latter are “do not call” lists that protect individuals
from telemarketers and laws punishing camera voyeurs [286].

In other words, if a large enough community of users overcomes the
“privacy hump,” it is not because their privacy concerns disappear, but
because the entire system — the market, social norms, laws, and tech-
nology [195] — adapt to make these concerns understandable and man-
ageable. It should be noted, that the privacy hump cannot always be
overcome. For example, nurses have rejected the use of locator badges
in more than one instance [16, 53].

The “privacy hump” hypothesis is an educated speculation, and
it is not clear to us how to acquire empirical evidence to confirm or
refute it. However, if this predictive model is correct, it would sug-
gest many directions for future research. For example, research could
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investigate what factors contribute to the concerns expressed by a
community of users. This might include better ways of tailoring new
technologies to different categories of people, perhaps along the fun-
damentalist/pragmatist/unconcerned continuum (as described Section
3.1.1) or along an innovators/early adopters/early majority/late
majority/laggards spectrum, as described by Rogers [245].

Other work could investigate what UIs, value propositions, and poli-
cies flatten the peak of the privacy hump and accelerate the process of
acceptance (assuming a positive judgment by the designer that a given
technology ought to be accepted) [154]. For example, we mentioned
earlier in Section 4.5.1, when recounting PARC’s ubicomp experience,
how poor framing of a technology severely impacted its acceptance.

Finally, personal experience may affect an individual’s conception
of privacy risks. For example, a preliminary study conducted by Pew
Internet and American Life suggests that when people first use the
Internet, they are less likely to engage in risky activities such as buying
online or chatting with strangers, but are more likely to do so after a
year of experience [233]. Understanding the privacy hump from these
perspectives would be useful, because it would help us to understand
how to better design and deploy technologies, how to increase the like-
lihood of their acceptance, and what acceptance timeline to expect.



5
Conclusions

In the past ten years, privacy has become a mainstream topic in HCI
research, as attested by the growing number of surveys, studies, and
experiments in this area. In this article, we presented a survey of
this rich and diverse landscape, describing some of the legal founda-
tions and historical aspects of privacy, sketching out an overview of
the body of knowledge with respect to designing, implementing, and
evaluating privacy-affecting systems, and charting many directions for
future work.

We believe that the strong interest in and growth of this field is a
response to legitimate concerns arising from the introduction of new
technologies, and is, overall, a positive development. However, under-
standing privacy requires HCI practitioners to expand their field of view
from traditional HCI domains such as social psychology and cognitive
science, to a broader picture which includes economics and law.

In Chapter 4, we listed five challenges facing the field today, that
must be tackled to advance the current state of the art in this field:

— The development of better interaction techniques and stan-
dard defaults that users can easily understand.
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— The development of stronger analysis techniques and survey
tools.

— The documentation of the effectiveness of design tools, and
the creation of a “privacy toolbox.”

— The development of organizational support for managing
personal data.

— The development of a rigorous theory of acceptance dynamics
of users, specifically related to privacy.

This review shows that work is well already underway in most
of these directions, but is still unorganized and dispersed. Our hope
that this article, summarizing 30 years of privacy research in HCI and
CSCW, helps to shed light on many of the salient issues and will help
practitioners and researchers alike explore these complex issues in a
more informed and conscious way.
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Québec, Canada: ACM Press, http://doi.acm.org/10.1145/1124772.1124862,
April 22–27 2006.

[116] German Constitutional Court Volkszählungsurteil vom 15 BVerfGE 65, (Bun-
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Canada: ACM Press, 2006.
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