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Abstract

The limitations of graphical user interfaces have slowed
the spread of computer usage to the entire population.
Perceptual user interfaces are one approach that can
overcome many of these limitations. Adding perceptual
capabilities, such as speech, sketching, and vision, is the
key to making interfaces more effective. We argue that
informal user interfaces, which do little or no up-front
recognition of the perceptual input, have important
applications and should not be forgotten by perceptual user
interface researchers.

1. Introduction

Today’s graphical user interfaces are limiting the use of
computers to only a segment of our society and in only a
few locations: the desktops of information workers and the
homes of a large, though noninclusive, portion of our
population. Current interfaces do not let users communicate
in ways that they naturally do with other human beings
(National Research Council 1997). Moreover, interfaces do
not take advantage of many of our innate perceptual, motor,
and cognitive abilities. As our society attempts to bring
about universal access to a National Information
Infrastructure and better-paying jobs to a larger percentage
of the population, interfaces will need to rely more on these
abilities.

Overcoming the limitations of GUIs is leading us
towards a future of Perceptual User Interfaces (PUIs).
These interfaces try to “perceive” what the user is doing
using computer vision, speech recognition, and sketch
recognition. Applications can then take advantage of a wide
variety of human abilities, such as speech or gesture, to
achieve a more natural human-computer communication.
We maintain that informal user interfaces, those without
much up-front recognition or interpretation of the input, will
be valuable in future perceptual applications. In particular,
applications in support of creative design or human-human
communication may be better served by preserving the
ambiguity and lack of rigid structure inherent in
uninterpreted perceptual input.

2. WIMPy User Interfaces

Although easier to use than the cryptic command-line
interfaces that preceded them, conventional WIMP
(windows, icons, menus, and pointing) interfaces are still
too hard to use and limited in when and where they can be
used. These problems come mainly from attempts to make
them overly general and from relying on only a few
perceptual and motor skills.

A non-trivial percentage of the population is blind or
has trouble seeing words and letters in ordinary newsprint
[5% of those over age 15 (National Research Council
1997)] and this percentage will only increase as our
population ages. The GUI has been far from a boon for
these users. Many others have limited literacy skills [21%
of Americans over age 16 (U.S. Department of Education
1992)] typing skills, or use of their hands. The later is often
a result of using GUIs.

More importantly, the activities required by today’s
interfaces (e.g., sitting, looking at a screen, typing, and
pointing with a mouse) are too awkward for many
situations. Workers and consumers alike perform tasks in
many different locations. For instance, doctors, delivery
people, and salespeople are often mobile while performing
their jobs. Likewise, in our homes, we often perform
different tasks in different parts of the house (e.g., we might
cook in the kitchen, entertain in the living room, and read in
the bedroom). The standard GUI does not work well when
users are standing up, are using their hands for something
else, or are interacting with another person.

A computational infrastructure that restricts users to one
device in one fixed location is simply that, restrictive. The
problems stated above are a result of relying on an interface
paradigm that was fine in its day, but has grown old,
bloated, and incapable of meeting the needs of the future.

3. Perceptual UIs Can Breakout of the GUI Box

How can we move beyond the 25 year-old GUI legacy
of the Xerox Star? During an invited talk at the CHI ’97
conference, Bill Buxton urged researchers to quit “taking
the GUI as a given” and instead push harder from other
starting points in the design space. In particular, he
encouraged researchers to move towards the goal of an



“invisible computer.”
One such push has come from researchers working on

perceptual user interfaces (PUIs) (Pentland and Darrell
1994, Turk 1997, Huang et al. 1995). These interfaces
support natural modes of input by having the computer try
to “perceive” what the user is doing. The perceptual
processing has generally been restricted to speech
recognition and computer vision. This definition of
perceptual user interface is overly restrictive. Humans
perceive sounds and light and then recognize them as
speech and visual objects, respectively. Likewise, using our
visual system we perceive handwritten words and sketches
and then recognize what the symbols mean. People are
comfortable using their sketching and writing skills
everyday for many different tasks. We are missing an
opportunity to bring natural interfaces to more people by
neglecting these modes. Thus, the definition of perceptual
user interface should also include interfaces using
handwritten and sketched input.

4. Informal and Formal User Interfaces

An important but orthogonal question is how and when
these natural modes should be interpreted. Immediate
recognition imposes structure on the input that can often get
in the way during creative or communications-oriented
tasks, such as brainstorming (Moran et al. 1995) or design
(Landay and Myers 2001). An alternative, informal
approach has recently gained research interest. We use the
term informal user interfaces to describe interfaces
designed to support natural, ambiguous forms of human-
computer interaction without much up-front recognition or
transformation of the input. Informal interfaces are a
reaction to the “overly restrictive computational formats”
(National Research Council 1997) inherent in current
applications.

These restrictive interfaces are often a result of
tradition. Computers have found their greatest success in
applications where they have replaced humans in tasks at
which humans are poor, such as performing complex,
redundant mathematical calculations, or storing and
searching large amounts of data. We use the term formal
user interfaces to describe these precision-oriented
interfaces and perceptual interfaces that try to recognize
human input immediately.

As computers grow more powerful, less expensive, and
more widespread, we expect them to assist us in tasks that
humans do well, such as writing, drawing, and designing.
Unfortunately, the historical strengths of computers have
led to a design bias towards precise computation, and away
from the more human properties of creativity and
communication. Consequently, interfaces are designed to
facilitate structured input rather than natural human

communication, which consists of the imprecise modes of
speaking, writing, gesturing, and sketching.

Most of the work on perceptual user interfaces and
sketch understanding has been biased towards precise
computation and so tries to unambiguously interpret natural
input as soon as possible and structure the data in a form
that is best for the computer. There are several domains that
are better served by a more informal approach.

4.1 Informal Sketching UIs

Design is one domain where an informal approach may
be more appropriate. Current design applications generally
require the user to drag objects from a “palette” to a
“canvas” on which they are manipulated using a mouse.
These objects, such as lines and circles, are often placed
very precisely with an exact location and size. This
precision makes it easy for the computer to represent the
objects in the system. A precise representation is also
important for some tasks, such as constructing the
mechanical drawings for a part that is to be machined.
However, this drawing interface is quite different from the
way we construct drawings without computers: we often
sketch rough, ambiguous drawings using pencil and paper.

Sketching is one mode of informal, perceptual
interaction that has been shown to be especially valuable for
creative design tasks (Gross and Do 1996, Wong 1992). For
designers, the ability to sketch ambiguous objects (i.e.,
those with uncertain types, sizes, shapes, and positions)
rapidly is very important to the creative process. Ambiguity
encourages the designer to explore more ideas in the early
design stages without being burdened by concern for
inappropriate details such as colors, fonts, and precise
alignment. Leaving a sketch uninterpreted, or at least in its
rough state, is the key to preserving this fluidity (Goel
1995).

In this early phase, ambiguity also improves
communication, both with collaborators and the target
audience of the designed artifact. For example, an audience
examining a sketched interface design will be inclined to
focus on the important issues at this early stage, such as the
overall structure and flow of the interaction, while not being
distracted by the details of the look, such as, colors, fonts,
and alignment. When the designer is ready to move past this
stage and focus on the details, the interface can be recreated
in a more formal and precise way. We have built several
design tools that incorporate this style of interface. SILK
(Landay and Myers 2001) is targeted at graphical user
interface design and DENIM (Lin et al. 2000) is targeted at
web site design (see Figure 1). DENIM has little built-in
sketch recognition.



4.2 Informal Speech UIs

Speech is another perceptual style of interaction that is
starting to become popular. Although speech is natural and
inherently human, current speech recognition systems do
not have informal user interfaces. Consider that these
systems generally fail when faced with the ambiguity
inherent in human speech (e.g., “recognize speech” vs.
“wreck a nice beach”). Also, current speech recognition
systems try to recognize human speech and translate it into
an accurate, internal representation that machines can deal
with. These tools also often require or encourage the user to
enter a dialog with the machine to correct mistakes as they
occur1. Although this behavior might be appropriate for
purchasing an airline ticket over the phone, it gets in the
way when the user wants to write, design, or brainstorm.

Several systems from the MIT Media Lab Speech
Group had interfaces that could be considered informal
speech user interfaces. For example, this group produced a
handheld speech notetaker that only uses recognition for

1 Some dictation systems have a mode that allows the user to
ignore corrections until after the capture session.

organizing the uninterpreted notes (Stifelman et al. 1993).
They also built a paper-based notebook that synchronizes
uninterpreted speech with handwritten notes (Stifelman
1996). This area warrants more exploration.

Our research group at Berkeley has developed SUEDE,
a speech UI design tool that uses an informal interface
(Klemmer et al. 2000). SUEDE allows designers to record
their own voice for system prompts and then plays those
prompts back when testing the interface with test
participants (see Figure 2). During a test, the designer acts
as a “wizard” by listening to the test participant’s responses
and then “recognizes” and chooses the next legal state of
the interaction. By not using a speech recognizer and an
associated grammar, the wizard can accommodate multiple
responses from the participant and can use the log of those
responses later in the design process to develop a robust
grammar.

By not requiring the designer to deploy real speech
recognition and synthesis, the interface design process is
expedited in the early stages of design. This allows
designers to make several iterations on their early design
ideas. Fast design iteration has been found to be one of the
keys to creating high quality user interfaces.

Figure 1. DENIM is a sketch-based web design tool that takes advantage of an informal user
interface. In DENIM’s storyboard view, multiple pages and the links between them are visible.
DENIM tries to group ink on pages into links or graphical objects. Recognizing links between
items and pages is the only other sketch recognition performed by DENIM.



4.3 Informal Handwriting UIs

Handwriting recognition is another style of interaction
that suffers from some of the same problems as speech
recognition. Again, many systems try to recognize writing
as the user writes. This might be useful for taking down
someone’s phone number, but begins to get in the way when
the user is trying to focus on the task at hand (e.g., taking
notes in a talk or writing up a new idea). The dialog with
the recognition system requires users to focus their attention
on the machine, rather than on their task. Deferred
recognition is one way of dealing with this problem. We
have built systems that treat electronic ink as a first-class
type and let users write like they naturally do on paper
(Davis et al. 1999). Others have built similar informal
systems that allow searching of electronic ink (Poon,
Weber, and Cass 1995).

5. Conclusions

The primary tenet of work in informal user interfaces is
to bend computers to people’s mode of interaction, not the
other way around. For some domains it is clear that the
formal approach imposed by conventional interfaces
presents an obstacle to effective task performance. One
such domain that we have investigated is user interface
design itself, and this led to our work on SILK (Landay and
Myers 2001) and DENIM (Lin et al. 2000), sketching tools
for early stage interface and web design, respectively. We
believe that informal speech and handwriting interfaces may

also be useful. Any application that requires interaction
between humans and computers, and in which absolute
precision is unnecessary, could benefit from an informal
approach.

PUIs relying on a single input modality will likely only
see success in limited domains. This is for the same reasons
that GUIs are limited: using only a single input modality
will be good for some tasks and not for others. On the other
hand, a multimodal interface with multiple perceptual and
GUI capabilities will often be more natural to use (Mignot,
Valot and Carbonell 1993, Waibel et al. 1997). Successful
multimodal user interfaces may support uninterpreted
sketches and other informal styles, in addition to interpreted
speech, recognized sketches and other more-studied
modalities.
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