Modeling People’s Place Naming Preferences

in Location Sharing

Jialiu Lin, Guang Xiang, Jason I. Hong, Norman Sadk
School of Computer Science, Carnegie Mellon Uniter®A, USA
{jialiul, guangx, jasonh, sadeh}@cs.cmu.edu

ABSTRACT

Most location sharing applications display people’s
locations on a map. However, people use a richetsanf
terms to refer to their locations, such as “home,”
“Starbucks,” or “the bus stop near my house.” Qamg+

“5837 Centre Ave.” Instead, they often rely on aevand
rich range of terms such as “home,” “Starbucks,&dn
Liberty Bridge,” or “Chicago.” These kinds of place
descriptions let people modulate the amount ofrmédion
they disclose to account for both privacy and tytili

term goal is to create a system that can autonfigtica considerations — the latter referring to how usefujiven
generate appropriate place names based on real-timgiece of information is likely to be to a particuladividual

context and user preferences. As a first step, nayae
data from a two-week study involving 26 participza
two different cities, focusing on how people refemplaces

in location sharing. We derive a taxonomy of diéfer
place naming methods, and show that factors such as
person’s perceived familiarity with a place and émropy

of that place (i.e. the variety of people who viitstrongly
influence the way people refer to it when interagtivith
others. We also present a machine learning model fo
predicting how people name places. Using our dihtis,
model is able to predict the place naming methoabjse
choose with an average accuracy higher than 85%.
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service, Location
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INTRODUCTION

The past few years have seen the launch of a nuofber
“friend finder” applications which let people shatteeir
location with others [2, 4-6, 14, 23, 38, 46]. Mavfythese
applications typically provide coordinate-based attmn
estimates and show people’s locations on a map.

These visualizations are a good match for navigatiod
emergency response applications which require atesol
locations. However, they fail to capture the nuangeople
often use when referring to their location in imi&ions
with others. People usually do not describe thetations
to others as, for example, “40.443 north, -79.94ktlor
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in a given context. These examples illustrate thepex
nature of place naming. A given location may bemefd to
in different ways depending on the situation.

Being able to computationally generate place nathaes
capture these nuances could make location sharing
applications more useful, enabling people to shamre
meaningful information based on particular circuemses
and giving them a wider range of privacy optionsr F
example, a person might be willing to let peoplewrthey

are at “home”, but uncomfortable showing them tieime

on a map or disclosing its street address. In it
generating meaningful place names could render the
integration of location information with other sem®s more
valuable. For example, a person could share heemur
location as a status message in an instant megseligmt

or on a social networking site, or show a text latsnoting

the place a photo was taken in a photo sharingcatign.
This level of integration is less meaningful if &ion
information is limited to a dot on a map.

In short, today there is a gap between how peaogtiealy
name places and what technology can offer [51].elRs
geocoding systems can translate geo-coordinatesirget
addresses and neighborhoods, but these kinds oesiam
only provide information from a geographical pertpe
and do not always match how people would refeldogs.
As a first step towards building a place namingeys we
collected data through a two-week study with 26
participants in two different cities, where we exaed
preferences for how people name places. We recdioed
location traces of our participants over this tipggiod, and
followed up with participants to understand whattéas
influenced how they named the places they visitgy.
analyzing and modeling all the place hames coltecteur
study, we were able to identify several pattermsbiief,
this paper makes the following research contrilmsio

* By positioning place naming into a hierarchical
framework, we identify two major methods that peopl
use to tailor the place names they want to disciase
location sharing, namely choosing perspective to



describe the placésemantic, geographic, or hybrid) and
tuning thegranularity of disclosure

» We identify factors that influence the way peoméer to
a location, including some factors that had notnbee
examined previously, such as racipient’'s perceived
familiarity with the location(in the sharer’s view) and a

Researchers found that people have significantapyiv
concerns when sharing their location with others, [12,
16, 22, 24, 31, 39]. lachello et al. argued thas iéssential
for applications to support plausible deniabilityhem
disclosing location. They designed and evaluatedioRe
[25], a location-enhanced mobile coordination t@wld

location’s entropy a measure that estimates how many person finder. In Reno, users were allowed to @efireir

different people visit that place.

own names for places (e.g. “home” or “office”) and

By applying machine learning to model people’s plac associate them with specific I_o_cations. _Howeven',s th
naming preferences, our approach offers more filityilb ~ process was not automated, requiring user involmeme

and effectiveness in predicting the method andother applications provide users more control ofirth
granularity of how people refer to a place, with an privacy preferences [39, 42], such as the apptinati

average accuracy higher than 85% in our experiments

RELATED WORK

Little work has been done in generating place deons
according to different contexts or in statisticathodeling
people’s preferences. However, there are severattibns
closely related to place naming. We have organithed
work into five themes: contextual meaning of places
location sharing applications, place discovery, poting
models of places, and grassroots place labeling.

Contextual Meanings of Places
In the 1970s,
environmental psychology documented several unieyly
meanings of locations [30, 40, 47]. A meaningfuhqa
name can capture the location’s demographic, histor
environmental, personal, as well as commercialisgmce
[20]. When supplemented with other knowledge, locat
information can also be used to infer higher leaitextual
information, such as a person’s activity, levebwéilability
or interruptibility (see, for example, [19, 28, 35, 48]).

An important observation regarding place descnids
that a person can associate multiple place namebeto
same place, depending on the situation and the &ind
information that person wants to address. Zhoul .24
pointed out this dynamic feature of place deswimiand
investigated the types of descriptions people mdur
produce for places in a qualitative manner. Howgetlesy
only reported these observations without furthealysis or
modeling on the collected data. In Connecto [1HKBuus
et al. pointed out four different types of locatitabels
participants used in the study, i.e. (1) geograpfierences,
(2) personal meaningful place, (3) activity-relatadbels,
and (4) hybrid labels. Their classification provddes great

mentioned by Cornwell et al. [16], the later versiof
which is called “Locaccino” [5]. Locaccino is a wuse
controllable location sharing tool which gives $sseontrol

on selectively sharing their location. Users camc#y
privacy policies that restrict who can see theicalon
based on temporal and spatial restrictions. Thegpeaved
friend finder applications give users controls oiew,
where, to whom their location should be discloskdt
seldom do they provide mechanisms on what location
information is presented and how it is presented.

researchers in social interaction and’he Whereabouts clock developed by Brown et al] [14

shared coarse-grained semantic location among yamil
members. Their study demonstrated the usefulness of
location sharing in improving family life. Theiruty also
suggests a strong motivation for sharing gener&cel
names. However, it is not clear whether their figdi can

be generalized to social groups other than faméyniners.

The work by Consolvo et al. [15] is the most relgvane to

our paper. They designed a series of ESM studiexlore
whether users were willing to share their locatiwith
others, as well as what they would share. Theyeatdghat
the information disclosed depended primarily on the
relationship between the sharer and recipient,ptimpose

of sharing, and the necessary level of detail nednjethe
recipient. The authors also argued that utility wtas
primary reason for users to modulate the infornrmati©ur
work builds on this past work in many ways. We expl
more attributes that haven't been covered in thieidy. We
analyze people’s place naming method in a more
guantitative way with all conclusions backed up by
statistical techniques. We also introduce mach@sening
techniques in model the data, aiming at accurately

insights in how to classify place names. We further Predicting people’s place naming methods. Finalke

augment this classification by adding more finekgzd
categories and organizing them into a hierarchy.

The key difference with our work is that we areufsed on
quantitatively understanding how people name plaoces
different people in different situations, and binlgl a
machine learning model that can support this pces

Location Sharing Applications

Systems that provide location sensing and shaukngces
have recently been attracting interest from industnd
academia [1-3, 6, 7, 11, 12, 14, 15, 23, 38, 43, 46

provide some evidence suggesting that privacy #gtua
does influence what is shared, but in a subtle way.

In summary, the key difference with our work frorasp
work is that we are not only interested in underdiag
users’ location sharing preferences, but also iitding a
statistical model for automatically generating aympiate
place names in different contexts.

Place Discovery
Place discovery algorithms are one way to bridge ghp
between geo-coordinates and places [18, 27, 5&ja&ing



significant places is also an ongoing theme inrttaehine
learning and data mining communities [9, 10, 32-34]

For example, Ashbrook et al. extracted signifigalates by
clustering GPS data taken over periods of timeiférdnt
granularities [9, 10]. Similarly, Liao et al. infedd people’s
activities and significant places from traces of SG@&ata
[32, 33]. Zhou et al. [49-51] built a place discoysystem
based on users’ location data and evaluated tiisiers by
comparing the discovery results with ground trugiptared
in retrospective user interviews. Hightower et[all, 27]
used WiFi, GSM radio fingerprints and RF-Beacons
learn places by identifying the arrival and departof
users. Krumm et al. [29] used the history of a eiriv
destinations, along with data about driving behesjido
predict where a driver is going as a trip progresse

This past work has made good progress on clustéidcgs
and discovering salient places, though this paskwoes
not offer a way to automatically assign names tes¢h
places. In contrast, our work is focused on patiregway
towards associating meaningful names and
information with places. Our work in this paper dses
specifically on modeling the data from a user study
understand how people associate names with plasqsrt
of a larger goal of creating a system to suppastdbtivity.

Computing Models for Places

Schilit et al. [41] proposed a hierarchical locatimodel to
index different locations within a certain regiondaat
different granularities, such as regions, buildingsd
floors. Similarly, Jiang et al [26] proposed a catgble
location identifier that used a URL-like stringdefine the
hierarchical structure of different locations.

These kind of top-down methods work well in repreisg
a location’s geographic properties. However, thasthods

cannot capture other semantic properties, suchhas t

place’s function. Furthermore, these kinds of topvd
methods are difficult to scale up due to the effaéded to
define the hierarchical structure in the first glac

Grassroots Place Labeling

An alternative way to obtain place names is by agagting
place names from grassroots contributors [20, $6me
location sharing applications let users give natogdaces,

different prototypes of place annotation systemnubile
phones and compared their usability through a sefieser
studies. Their findings suggested implications anv Ho
make a place annotation system more useful.

Grassroot labeling may be a way to gather candiplatee
descriptions with relatively low cost. However, ghi
approach only partially addresses the fundamemtddlem
we are examining in this paper. More specificatiyass
root labeling can provide us with a pool of potelti
useful place names, but does not tell us how tecsel

to appropriate ones based on real time situations.

AN EMPIRICAL STUDY OF PLACE NAMING

To gather data on how people named places underetit
circumstances, we conducted a two-week user stady i
August 2009 with participants in two cities. We leoted
location traces from participants and asked thenatwh
information they would like to share about theicdtons,
based on various factors such as who was asking, ho
familiar the recipient was with the location, and sn.

otherThese factors are described in greater detail below

We considered using Experience Sampling Method (ESM
to gather data, but opted for location traces fozater
coverage of the places a person visited. A weaknessis
that our participants had to add names to theseegpla
retrospectively, but we felt that this was an ataele
tradeoff. In addition, we felt that ESM would plaadeavy
burden on participants since typing on mobile dewvidis
slow, and could negatively impact our results.

We asked participants to complete both an entrandeexit
survey. The entrance survey asked participantsstate
names of several people in three different socialgs:
family members, close friendsnd acquaintances.We
asked each participant to indicate the physicatadize
between herself and others in her social networkoat
different levels, i.ein the same city, in same state but
different cities, in the same country but differstates, in
different countries.Previous work [15] found that this
attribute influences user’s sharing behaviors. Tt
survey probed participants’ attitudes toward shgarin
location information in different forms (i.e. showj on
map vs. place names). We later used the exit supsyits

such as Reno [25] and Connecto [11]. Other locationpart of the user profile to guide the data modeling

sharing application, such as FourSquare [1] and &law \ye asked our participants to use one of our Nokés N
[3], adopt a check-in method, where users submi th smartphones as their primary cell phones (i.e. gusireir

location they are currently at. Check-ins requieera to
proactively enter the information they want to ghimstead
of automating (or semi-automating) the process.

Websites like Wikimapia and Flickr encourage udersag
their resources, which can help in generating &ldet
places. For example, Rattenbury et al. [37] progose
approach for extracting place descriptions fromstam
Flickr. However, these methods also face sevexlpms
such as how to eliminate “bad” labels, how to ereat
incentives for users to contribute, and how to gmes
contributors’ privacy. Wang et al. [44] proposedurfo

own SIM cards), with a location sensing application
installed. We used this approach so that peoplddvoat
have to carry an extra device around, which coel@&sily
forgotten at home or work. The location sensindiagfion
was previously developed by Benisch [13], and was r
continuously in the background using both GPS andrW
positioning. The phone’s geo-coordinates were cbr
every 15 seconds if the embedded GPS unit was table
determine its position. Otherwise, the applicatienorded
visible WiFi MAC addresses every 3 minutes inste@idl.
these readings were stored in a file on the phone.



(a) You were observed at this location (b)

from 15:35 Aug 12 (Wed) to 16:24 Aug 12 (Wed) Imagining that Mary (your family member) wanted to know where you were at the given time period
A qLM[ﬂiLJ[MJLﬂJ 1. How comfortable would you be to let her know where you were at this time?
< 3:/‘ %‘ : ) § (1. not comfortable at all, 7: extremely comfortable) 5 v
- J 2. How familiar is Nary with this location?
S % "2 o or 5 (1. not familiar at all, 7. extremely familiar) 2 M
T e i g H 3. What terms or phrases (place name) would you use to refer to this location if
I Torh &t ;@vf’ you want to tell her where you were?

{e.g. office, 1211 Hamburger Hall, Starbucks, grocery stare, etc.)
& & Cheas My friend's house:

Figure 1: (a) Maps with timestamps reminds partici@nts of the locations they
visited. (b) Participants were asked to answer a s@f questions for the places
regarding to sharing location with people in four scial groups (i.e. family member,
close friend, acquaintance, and stranger).

Each day, we reminded participants to upload tloeation Participants were compensated with a $30 USD ordifte
trace to our server, via a connection to a persoo@puter.  card. No real location sharing took place in oudgt

We used this approach since mpst of our particgpaid CLEANING THE COLLECTED PLACE DATA

not_h_ave a data plan on their SIM cards._Afterward,After collecting all the data from our participantee
participants were asked to log onto our w_el_a apphinaand cleaned up the data in three ways: filtering otglé@vant
answer guestions about the places they visited. entries (less than 2% of total records), derivingrae
When participants uploaded their location file, aueb attributes (see following section), and labelingreplace
application automatically translated the Wi-Fi Adtleesses  name with category information (described shortiol).
into geo-coordinates using Skyhook [8]. Our web app
parsed the traces and identified salient placesedan
places participants stayed for more than 5 mines.web
app then displayed a map (see Figure la) showisitedi
places with corresponding timestamps, to remin
participants of where they went. Participants amsde
questions about sharing location information widople in
four different social network groups (i.e. familyembers,
close friends, acquaintances, and strangers). Wectad
data about the first three of these groups in anaece
survey, and used names of people provided by paatits.

For example, in Figure 1b, “Mary” is the name ramdp
drawn from this participant's family members. This
participant was asked to imagine the scenario iithvher
family member “Mary” would like to know her locatio
The participant then responded to the followingstioas:

Filtered Location Entries
We removed some entries due to positioning errass (
than 0.5% of all the records, based on daily feekltfieom
dparticipants on their location trails). Other esgriwere
removed due to unlikely scenarios (less than 0.5%llo
records, such as sharing location with a family rfbem
when they were both at home). Entries without negfoi
place names were also filtered out (less than 1%hef
records, including, for example, empty strings, dan

LIS

characters, “n/a”, “nothing”, etc.).

readings from 26 participants. We extracted 403juei
places visited and 1157 distinct descriptions faste 403
places. On average, each participant visited 1&bndt
places over the two-week period (median: 14, SOF)5.

Derived Attributes

All the directly recorded attributes are shown iable 1.
We also derived some additional attributes frons tiata
(Table 2), including, for example, the durationeaich stay
based on the arrival and departure time, and thmmie
from the target place to the participant's home amik
For strangers, participants did not see the questio location. Furthermore, based on aggregate data,
regarding the other party’s familiarity with a eert place. calculated how frequently a participant visited leatace,
To provide more confidence that our results would "OW many participants in total have visited a plaued the
generalize, we recruited participants from two campf  €ntropy of a place (based on Cranshaw et al. [17]).
Carnegie Mellon University, CMU-Pittsburgh campus i Location entropy characterizes the diversity ofrsseen in
PA, and CMU-Silicon Valley Campus in Moffett Field, a particular place. Entropy can be used as a pfoky
CA. We posted flyers around both campuses, andestimating how public a location is. That is, pallaces
advertised on university mailing lists. We recrditaventy- (like universities and cafes) tend to have higheirapy,
six students (12 female) ranging in age from 2@4o/ears  while private places (such as homes) tend to hawed
old (mean=25.6, SD=5.8). The students had a divarsge entropy. More formally, for a place visited by at s
of majors, with 18 participants coming from Pitteffu and  participantsJ,, the entropy is defined as:

8 from Moffett Field. Of the 26 participants, eighitthem .

traveled outside the city they live in while theidy took Entropy(L) == — Xuew, p(u; L) logp(u; L).

place.

 How comfortable she (this participant) would bdeb
“Mary” know where she was at the specific moment.

* How familiar “Mary” was with the place.

 Terms or phrases she would like to use to refehit
location in the specific situation.

After removing these entries, we had 118444 |oqatio

we



Attributes Explanations Attributes Explanations

(lat, lon) Geo-coordinates of the place DistHome Distance from this place to P's home

FromTime | P’s arrival time to the place DistWork Distance from this place to P’s work place

ToTime P’s departure time from the place Duration The amount of time P spent at this place

Group The social group of R (Family member, clagenfl, Freq Number of times P visited this place
acquaintance, or stranger) UserCount Number of participants who visited tHacp

PhyDist The physical distance between P and R sicate of| Entropy The diversity of users visiting a particyiéace.

1 to 4 (1=same city, 2=same state diff cities, Bvspa Table 2: Derived attributes
country diff states, and 4=diff countries). [ Place Names ]

CmftShare | How comfortable of P letting R know whbegshe| [ T
was at that moment, in a scale of 1 to 7 (1=|not Semantic (S TFiybrid (H]........Geographic (G)
comfortable at all, 7= fully comfortable) \—rLU

—— — - - - f | | i "=y Sub Classes

Familiarity | How familiar R with this place, in aae of 1 to 7] [Personal (P)|[Functional (F) |Business name (BJi[Address (A) | [Landmark (L)]
(1=don’t know this place, 7=extremely familiar.| P
can input “not sure” if they don’t know the answer) GRANULARITY i i

PlaceName| The place name which P would like toinsthe Region/ Street/ House/ Floor/
specific scenario. State (1) | City (2) | [Neighborhood(3)| |Intersection (4) || Builing (5)||Room (6)

Table 1: Directly captured attributes, where P stads for
Participants and R stands for Recipient.

Figure 2: Place naming taxonomy. Semantic, geograjth and hybrid
naming are three top-level categories, and can berther sub-categorized

into several classes.

wherep(u; L) is the number of times a particular participant
visited placel over the total times the place was visited by
all the participants. To make the entropy more
representative, we calculated this value not omlyeld on
the location traces from our study, but also combiwith
location logs from Locaccino, a location sharinglagation

[5, 17]. In total, over 2 million locations were ags in
calculating entropy values, describing the locatiates of
493 users, each using Locaccino for a median afs38.

Place Naming Taxonomy

To understand people’s place naming preferencésrbeite
identified several patterns of how people name aceol
Barkhuus et al.’s [11] proposed four types of |omat
labels, namely geographic references, personal ingfah
place, activity-related labels, and hybrid lab#l& refined
this classification by organizing these categoilie® a
hierarchy with more fine-grained subcategories ((Fég?).

Based on the place names we collected, we savp#ugie
used two major techniques for tailoring their lozat
information. The first was to choose the perspectiom
which people address about the places, i.e. semanti
geographic, or hybrid. These perspectives are septed
astop-level categories Figure 2.

Semantimames can represent an official or informal name
for a place, as well as its function. Examples udel
‘home,” ‘coffee shop,” and ‘Barnes & Noble.” Semiant
names usually do not directly reveal the absolotatipn of

a place, hence it might be difficult to pinpoint (miquely
pinpoint) on a map without extra knowleddeeographic
names describe geographic locations, and include, f
example, street addresses or nearby points of estter
Geographic names can usually be located at or mear
specific point or area on a mapybrid nhames combine
semantic and geographic information. Examples oelu
‘Starbucks on Center Ave’ and ‘Barnes & Noble near
Central Park.” Hybrid naming is often used to efiate the
ambiguity from using semantic information alone.

The top-level categories can be divided into 5 slalsses:
Personal, Functional, Business name, Address, Larkim

(see Figure 2). The first three of these, persdnaktional,
and business name, are semantic nafessonal names
refer to places that have highly personal meaniog t
individuals, such as ‘home’ and ‘worl=unctional names
reveal how a place is used and can imply what itievare
carried out at those spots. Examples include ‘veatd,’
‘gym,” and ’church.’ Business namesse the registered
business name or trademark, such as ‘Barnes & Noble
‘Starbucks’, to refer to the places. The latter subclasses,
address and landmark, are geographic namekiress
naminguses the place’s street address to describe dlce.pl
Landmark namingises a nearby well-known spot or other
public places to refer to the target location, likesar
Liberty Bridge’ or ‘next to Central Park’

The second technique people used to tailor thetitota
information was to tune the granularity of the tisare,
i.e. the precision of a disclosure. The precisian cange
from a large area to a specific spot. We identifiezeries of
labels that corresponding to different granulasitiezhich
are shown in the bottom level of Figure 2. These
granularities range from state level granularity ramm
level granularity. Here, granularity is only applite to the
place names that convey geographic information.

All the data collected from our user study wereelad
according to the top-level classes, sub-classeas,(&here
applicable) the granularity by two researchers. We
computed Cohen’'s Kappa to cross-check inter-rater
agreement of our labels. All three groups of lalheld high
agreement, i.GCTop >0.9, ksyg >0.8, kgranuLarTY=>0.9. The

two researchers then discussed all the disagregigseto
come to a consensus on the final label.

DATA ANALYSIS

Place Naming Diversity

As mentioned earlier, a single place can be assatiaith
multiple names. This notion is supported by ourad&n
average, we saw.78 place names per physical location
(SD=0.89, Med=3, max=7, min=1)Figure 3 shows the
distribution of the number of descriptions per pladbout

39% of places had 2 names, 27% had 3 names, and 22%
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Figure 3: Histogram of number of place names for
a given place. Among all 403 places in our study,
150 of them were associated with 2 different place
names, 109 of them with 3 place names, and so on.
The average number of place names associated
with one place is around 2.8.
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had 4. One participant even used 7 names to deshiib
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‘w building’, ‘x lab’, 'y University’, and ‘z city".
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Figure 4: Distributions of three groups of labels:
(a) Top-level category, (b) Sub-class category, (c)
Granularity category.

people could blur their location to the degree tliegl
comfortable to share.

These observations suggest that when people hexiblé

Feedback from our exit survey suggested that usingways to manipulate their location information, shartheir

multiple place names was intentional and not due to
inconsistency. People considered multiple factodserw
they decided what information they would like tsaose.

As such, it was difficult for participants to fina single
place name that was universally appropriate for all
situations, and thus multiple place names were.used

Information Blurring and Distilling

Consolvo et al. [15] claimed that participants didt
intentionally blur their location often. Howeveryrodata
suggests that blurring location is actually quibenenon and

exact location directly is not preferred. For pdya
considerations, instead of denying unwanted lonatio
requests, they tend to disclose something very evagu
limit the amount of information shared. They alsavé
tendency to distill useful information from thedarciations to
make it easier for recipients to understand, heheeutility

of the information could be guaranteed.

Influencing Factors
Researchers have noted that people’s privacy cosaerd
social relationships influence one’s sharing betayis,

was used by people to modulate what information was24, 25]. Our study confirms these findings and igsithem

disclosed, but in nuanced ways. We also observed ou
participants distill their location information mtplace
names that emphasize the perspectives they wasttaie,
such as inferring the functionalities of the places

Figure 4 shows the distribution of each top and sub
category. People used semantic information to dmscr
their location most of time (i.e. 74.2%, Figure .4a)
Geographic information is only used less than ¥/8roe.
Among all the sub-classes, place names that describ
personal places (e.g. “home”, “friend’s place”, .ptwere
used nearly half the time (see Figure 4b). We helithe
wide use of semantic names is caused by the rasfittece

of both privacy and utility considerations. On ohand,
semantic names might not be directly locatable,caen
gives people more confidence on their locationgayw On

the other hand, semantic names distilled the uyiderl
meaning of the target place which could signifibant
increase the utility of this piece of information.

In addition, among all the place names that contain
geographic information, the histogram in Figure )4(c
illustrates the distribution of various granulatti
Surprisingly, city level granularity appears mosten.

in more depth. In addition, we discuss two newilaites:
the recipient’s familiarity with the place and ptaentropy.

Social Relationship:When we broke down these place
naming methods by the recipients’ social groups fauad
that people used semantic naming more often whewn th
had a close relationship with the recipient (segufd 5a).

To explain this phenomenon, we plotted the distiduof
place naming granularity in the same figure (rigkexis).
When location was shared with more intimate sagialips
like family members or close friends, the portidnusing
geographic naming method was small (<15%) and the
average granularity was finer (between street |eased
building level). However, when the location inforioa
was shared with less intimate social groups, sush a
strangers, the usage of geographic naming was imgbler

but the average granularity drops dramatically. (ias
coarse as city level granularity). This observatialso
confirmed people’s location blurring intentions gabnger
when sharing with less intimate social groups.

Comfort Level of SharingWe also observed similar trends
when we focus on people’s comfort level of sharifigure
5b shows the distribution of the top-level placemea

More than 79% of the time, these geographic namesategories and granularities grouped by differesrhfort

describe a vague region rather than a specific spoa
map. Therefore, by explicitly manipulating the grkamity,

levels of sharing. In general, the usage of semapitice
names goes up with the increase of people’s corduel
of sharing their location. Furthermore, when peofdel
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Figure 5: Important attributes that influence people’s place naming methods (left y-axis) and place nang granularity (right y-
axis), vertical bar indicated the 95% confidence itervals. (a) Sharing with different social groups;(b) Comfort level of sharing

(c) Recipient's familiarity (d) Place entropy. Thetotal percentage
place names contains both of them (i.e. Hybrid).

uncomfortable sharing their location (comfort level3),
they tend to use very coarse-grained geographicesam
(close to city level granularity in average.) Whegeople
feel extremely comfortable sharing their locati@orGifort
level > 5), although there only a small portiontiofie they
use geographic place names, these place hames verga
specific positions, and are hence highly locatalferr
findings suggest that people’s level of comfortsimaring
plays an important role in determining what infotioa is
shared, which in our case is what place naming oakeif
used.

Recipient’'s Familiarity: When people name a place, the
literature suggests that people will consider howcm
knowledge they think the recipient has about thatey so
as to provide more useful information [15]. Hende t
recipient’'s familiarity with the place (in the sk&s mind)
can influence the choice of place names. We groafiete
place names according to the familiarity rating,dan
measured the proportion of times semantic and gebir
information were used (see Figure 5c). This plaigasts
that the relationship between familiarity and thmice of
place names is not linear.

When the recipient is not familiar with the place
(familiarity<=3), we saw that people tended to ssmantic
names, such as the function of the place. Thisirfind
makes sense since geographic information is ndtyrea
meaningful to recipients unfamiliar with the ardaor
example, people shared names like “grocery stoa#ier
than provide the street addresses or neighborhdften
the recipient has some knowledge about the plaee, w
observed an increase in sharing geographic infoom &<
familiarity <5). But when the familiarity gets higher
(familiarity >5), the use of geographic names slightly drops.

On the other hand, if people do choose to nameplidee
geographically, we observe a positive correlatietwieen
the recipient’s familiarity and the granularity disclosure,
i.e. people disclose more details of their positidren the
recipient is more familiar with this place, andercersa.

Place Entropy: The other factor we examined is place
entropy. A place with high entropy was visited byrm

! In this analysis, we only use data from Pittsburighanalyze the impact
of place entropy. Since the data source (“Locactifior the entropy

of semantic and geographic namingxceeds 100%, since some

users and is more likely to be a public place, énd versa.
For all the places our participants visited in d®itirgh, the
average entropy value is 2.07 (SD=1.37, max=5.10,
min=0.02847). We grouped place entropy into 6 wdkyin
base two log scale. Surprisingly, we observed asistent
positive correlation between the place entropy anel
sharing of geographic information (see Figure Bdgo, the
granularity keeps on getting finer when the entropy
increase. It suggests that people are willing @areshmore
information about their absolute position when tlaeg in
public places. It could also indirectly suggesttthaople
have less privacy concerns when they are in public.

All these observations illustrate the dynamics &ahd
complexity of people’s place naming preferencesyléso
give us important clues of how to model users’ @rerfices.

DATA MODELING

In this section, we present the performance of rietyaof
machine learning models. We trained our classifigys
using various machine learning algorithms. Due &me
limit, we only report the results of the top 3 aitfums for
the experiment in this section, i.e., J48 decistoze,
support vector regression (SVR), and naive BayeB).(N
Here, our goal was to see if we could predict tesirgd
categories that people would use when naming iiveng
situation. As such, we do not solve the place ngmin
problem entirely, but rather take a step towardmgl®o
with this approach. As shown in Table 3, J48 haxllibst
performance in terms of the classification acc@scivhich
could be explained by the fact that J48 is ablesjature the
nonlinearity of the features and interaction betwee
features, and handle categorical and numeric ateth
smoothly in learning the place naming classifigrdight of
its superior performance, we only used J48 in tlewing
two sections when examining the effect of varioosant
of training data and different user profiles in tinaining
data on the model performance.

Given a participanp, learning fromp’s own history could
yield a very accurate model since people usualhafe in
routines. However, the concern here is overfittifgat is,

calculation doesn't have enough coverage in MoF&ld, hence the
entropy values for places in Moffet Field are nstrapresentative as the
ones in Pittsburgh.
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algorithms (STD in parentheses) in 0- 0-

predicting top level categories {semantic, 2

geographic, hybrid}, Sub-class {personal,
functional, business name,
landmark}, and Granularity {state, city,
region, street, building, room} labels.

T
4 6 8

(@)

kappa larger than about 0.3!

we want to develop a generalizable model rathen three
that is too specific to a given individual. Thenefowe
separated the testing and training data so thatugser
appears in both sets at the same round. For eactl rove
randomly picked 5 participants (about 20%) foritegtand
used the remaining data for training. We averades t
testing accuracies over the first 50 rounds (T&ple

The prediction of the top-level class {semanti@@mphic,
hybrid} yielded an average accuracy of 85.5% (SD3D.
granularity prediction an average accuracy of 725
(SD=0.03), and sub-class label$efsonal, Functional,
Business name, Address, Landmarkpout 60.74%.
Examining our mispredictions, we found that mansoesr
(10.3% of testing set) happened between businesefa
and functional names. Given the same recipientssantke
locations, participants were inconsistent in désieg these
places, interchangeably using names like “Starbucks
(business name) and “coffee shop” (functional). sThi
finding suggests either taking into account peaplevel of
tolerance when we evaluate prediction results ituréu

studies, or (if this is a generalizable and common

phenomena) building this feature into our models.

Effect of the Number of Days Included in Training S et
Some might argue that two weeks of data is noicefft to
build a prediction model. To validate our learnimgults,
we analyzed the impact of the amount of data tdiptien
accuracy. Here, we varied the amount of data irexuith
the training set from 2 days to 14 days (the stiadyed 2
weeks in total). Figure 6a shows how the averagdiption
accuracy changes with the amount of training dia.
observe that the accuracy increased dramaticallgnvthe
number of days gets larger at the beginning ¢lays).
However, after one week=8 days in the figure), the
accuracies tend to plateau.

This finding is explainable, since most people lyehm
routines. A week’s duration that includes both wisls
and weekends could capture most of their routikiesice,
we see that the accuracies don't benefit a lot wimene
than 7 day's data are used for training. In otherds, at
least a week’s worth of history data is necessaryus to
build an acceptable model, with additional datavyaliog
useful but diminishing returns.

number of days in training set
address, rig re 6: (a) Effect of the number of days includedn training set: accuracies converge after one
week. (b)Effect of grouping similar users: the highst accuracies appears when we group users with
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Effect of the User Profile

We are also interested to see whether we can libest
prediction results by carefully selecting the tiainset. The
intuition is that people might have diverse prefiess, such
that for an individual participard, a more accurate model
could be built if we choose training sets that agnother
people with similar preferences. In other word#heathan
having a single general model for all people, wghtihave
clusters of models.

In the entrance and exit surveys, we collectedigypants’
demographic information and probed their sharing
preferences by asking them to rate the level offodnand
usefulness in sharing place names to differenasgecoups.

We used these preferences and demographics as user

profiles, and estimated the similarity among a#trysrofiles
by computing pair-wise Fleiss’ Kappa. For eachipgant
p, this calculation lets us choose training datanfrother
participants with similar profiles (i.e. who haveappa
value larger thak). We varied the value df from 0 to 0.7
to see how it affected the prediction accuracy (Siegre
6b). The accuracies reach their peaks wherk tredues are
close to 0.35. Thus, by grouping similar particiggawith k
value around 0.35, we can achieve best performamce
terms of the prediction accuracy when compared with
method of randomly separating training and testiagg.
With this approach, the accuracies of prediction tfp-
level class, sub-class and granularity labels a@sted to
93.2%, 67.8% and 88.7% respectively.

We also observed that whénis large (> 0.6), accuracy is
very low. Two reasons could explain this finding) fiot
enough training data, since there are few partidgpahat
are highly similar to each other in our datasepfiee0.7);
(2) the similarity among user profiles could notllyfu
capture the similarity of people’s real place nagnin
preferences. In other words, people with highly iEm
profiles might have different place naming prefesn
Although the user profile (demographic info andference
probing questions) we used to estimate users’ aiityil
might not be optimal, it provides us insights tkatartly
choosing training set could potentially boost
performance of our models. Future work could atswive
designing a set of profiling attributes that coldtter
estimate similarity among users.

the



DISCUSSION

User Study Limitations

All the participants in our study were from a unsity
community. We made our best effort in diversifyitige
sample pool by selecting people from different igikices.
Although we didn't observe a strong influence from
attributes like age or gender, follow-up user stgdwith
more participants and greater diversity would pidevinore
evidence that our results generalize. Participdotstions
were also not actually shared, so results may rdiffe
somewhat if location is actually shared. We alst wibt
capture the purpose of sharing in our study, widohld
dramatically change place naming preferences foneso
cases. For example, if late for a meeting, a pera@ht
want to share very fine-grained location informati\n
actual deployment of a real location-sharing systeat

CONCLUSIONS

Most existing location sharing applications presesers’
location information on a map. However, sharingat@mn
in the form of appropriate place descriptions caovige
more meanings and accommodate users’ preferenttes. be
We studied the information people want to disclase
location sharing through a two-week-long study waé
participants. We identified two general ways
manipulating the information shared. We also prepoa
hierarchy for how people name places. We examihed t
impact of different attributes on people’'s sharing
preferences, and found that the recipient’s famitliavith
the place and the place’s entropy can greatly émibe how

a place is referred to. By applying machine leagnin
techniques, we were able to predict place namitegcaies
with an average accuracy of higher than 85%.

for

features place names might confirm and improve ourQur findings suggest that it might be possible évedop

findings to some degree. However, had we actudlfyes

people’s location, this would have led to challenge

recruiting enough participants together with thieiends,

the bias of short and unvarying labels caused pngyon

mobile devices, more time in building the experitaén
platform, and introducing more variables that wohkle

made the data harder to analyze. As such, we dptdd a

“Lo-Fi prototype” to understand this space befoceually

building a system.

Automatically Generating Appropriate Place Names

Some of the attributes used in our model, suchhas t
familiarity and comfort of sharing, are hard to tap
without users’ intervention. We argue that thegsebattes

more useful location sharing applications whererapigate
place names are automatically (or semi-automagicall
modulated. In future work, we plan to explore addial
dimensions that might influence place naming, cahdu
larger scale studies with more diverse sets ofigiaaints.
Future work will also look at the design, implenagiun,
and evaluation of a location sharing system whisents
dynamically generated place descriptions.
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